Follow up to the European Parliament resolution on protecting children in the digital world, adopted by the Commission on 20 February 2013
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3.
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5.
Competent Parliamentary Committee: Committee on Culture and Education (CULT)
6.
Brief analysis/assessment of the resolution and requests made in it:

Overall the European Parliament resolution is supportive of Commission initiatives related to online protection of minors highlighting three main elements:

1. Access to and education on media and new media.

2. Protection, distinguishing combating illegal content from combating unsuitable content and conduct, protecting privacy and the right of reply.

3. Digital citizenship.

More precisely, the resolution covers aspects related to:

a) Framework of rights and governance, where the European Parliament reminds that the Charter of Fundamental Rights of the European Union is now legally binding and welcomes the EU initiatives such as the European Strategy for Better Internet for children (§4), the Safer Internet Programme (§8) and the new cyber security agency based at Europol.

b) Media and new media: access and education. The European Parliament encourages the Commission and the Member States to support the equal access to safe and high-quality pluralistic digital content (§20), calls on them to develop schemes to improve e-skills of children and young people highlighting in this regard the importance of mainstreaming digital media literacy at all levels of formal and non-formal education (§15, 26, 27) and encourages the Commission to support awareness-raising initiatives targeting minors and their parents and educators (§19, 21, 43, 46).
c) Illegal content, the European Parliament calls on the Commission and Member States to collect clear and detailed data on online grooming and to improve information regarding hotlines and other contact points such as 'safety buttons' for minors, invites the Commission and Member States to make all efforts to strengthen cooperation with third countries as regards the prompt deletion of web pages containing or disseminating illegal content (§34) and also calls on the Commission to greatly improve the development and publication of statistical information (§29). The resolutions also refers to ‘notice and take down’ procedures (§37) and to the commitment of digital content and service suppliers to implement codes of conduct to identify, prevent and remove illegal content (§42)

d) Harmful content and Self-regulation, the European Parliament notes the creation of the CEO coalition for child online safety and; calls for close collaboration with civil society associations and organisations as well as the various Commission directorates-generals (§10), regrets the failure to comply with the pact signed between the Commission and 17 social networking sites on the protection and security of minors online (§44) and welcomes the Commission’s intention to consider possible legislative measures if industry self-regulation fails to deliver (§32). Moreover the European Parliament calls on the Commission to continue the ‘European Framework for Safer Mobile Use’ (§53), urges the Commission to include in its main priorities the protection of children from aggressive or misleading TV and online advertising (§23 and 25), calls on the Commission to examine the effectiveness of the various systems for voluntary classification of content unsuitable for minors in the Member States §48) and encourages both the Commission and the Member States to classify electronic games with distinct characters, based on the age and on their content. (§52)

e) Privacy: Welcomes the new proposed Data Protection Regulation and its special provisions on children's consent and the right to be forgotten (§56), welcomes the intention to establish an electronic system for age certification (§58), asks to owners and administrators of web pages for clear and visible information on their data protection policy and to provide a system of mandatory parental consent for the processing of data of children under the age of 13 (§59) and underlines the importance of making users aware of how their personal data and the data of associated parties are handled by service providers or social networks (§60).

f) Digital citizenship, the European Parliament Stresses that digital technology is an important learning tool for citizenship allowing young people to fully benefit from freedom of expression and online communication (§64), and to promote dialogue between generations, genders, and various cultural and ethnic groups (§66).

7.
Response to requests and overview of action taken, or intended to be taken, by the Commission:

The European Parliament's requests are consistent with actions underway or planned by the European Commission, notably under its Digital Agenda for Europe
 (actions 36, 37 and 40) in particular through the Safer Internet programme
, and  within other  initiatives (in particular in the field of audiovisual policy, fundamental rights, data protection and cybercrime).

More specifically:

a) Framework of rights and governance

The Resolution is in line with the Commission multistakeholder approach (§9) and its new European strategy to create a better internet for children
 which, through combining a series of instruments based around legislation, self-regulation and financial support, enhances the coordinated approach to child safety online within the Commission and among public and private stakeholders (§4).

The Commission will submit a final evaluation report at the end of the current Safer Internet Programme and wishes to continue funding Safer Internet activities (§8) through the proposed Connecting Europe Facility
, which will be vital to develop a sustainable infrastructure to deliver a better and safer internet with high quality content for children (§20).

Engagement with third parties has indeed been foreseen in the Statement of purpose of the CEO coalition and third parties, including civil society and Commission Directorate-general have been invited to meetings and regularly consulted. (§10)

b) Media and new media: access and education

Awareness-raising campaigns targeting children, parents and educators (§19, 21, 43, 46 and 62). Under the Safer Internet Programme a pan-European network of Safer Internet Centres called INSAFE has been set up in the 27 Member States as well as in Iceland, Norway and Russia. Safer Internet Centres consist of an awareness centre to promote campaigns targeting children, parents, teachers and social workers, a helpline aimed at providing advice and support to children and parents on online safety and concerns including grooming and cyberbullying, and in most cases a hotline for reporting illegal content.

INSAFE organises every year an international awareness event called Safer Internet Day. In 2012 Safer Internet Day was celebrated across 99 countries reaching almost 800,000 children, 3,4 million teenagers, 17,000 schools, 133,000 teachers. Next edition will take place on 5th February 2013 under the theme "online rights and responsibilities" with the slogan "Connect with respect".

The Commission welcomes the recognition that is given to the role of Member States to enhance media education (§16) and to begin training in media skills at the earliest possible education stage (§15). The Commission will continue to support the identification and exchange of best practices in the areas of formal and informal education in particular through the network of Safer Internet Centres (§27).

The Audiovisual Media Services Directive
 regulates advertising targeting children. The Commission monitored the implementation of these provisions and came to the conclusion that further investigations are required to assess the impact of commercial communications, especially for alcoholic beverages, on minors as regards exposure and consumption behaviour, and the effectiveness of the Directive's restrictions in achieving requisite protection, while taking account of the benefit/cost ratio of monitoring activities. The Commission will initiate necessary research during this year.

Moreover, through the European Strategy for better internet for children the aims are to make sure that standards for advertising on websites for children allow a level of protection comparable to that of advertising in the audiovisual services and that, with regard to behavioural advertising, no such segments are created to target children, and to ensure that spending online or on mobile phones by children does not generate unforeseen high costs.
Illegal content

Directive 2011/93/EU
 imposed an obligation on Member States, inter alia, to transmit to the Commission the text of the provisions transposing into their national law the obligations imposed on them by the Directive. This includes notably the obligation to define the criminal offence of grooming, make it punishable and respect certain minimum level of approximation of criminal penalties. The collection of data on the number of criminal proceedings taken out, the number of convictions and important national case-law goes beyond the obligations laid down by the Directive and Member States are not bound to carry it out beyond what they may be willing to undertake on a voluntary basis. Without such specific obligation it is not likely that all Member States will produce comparable data allowing the Commission to produce consolidated statistics at EU level.

The Action Plan on Statistics (2011-2015) does not include the collection of data on this particular crime. The Commission may look into the possibility of including that once Member States have included the offence in their legislation pursuant to Directive 2011/93/EU.

The Commission is in contact with Member States to facilitate their implementation of the provisions under the Directive, and these contacts make it possible for them to exchange experiences and best practices on prosecution of offences, including grooming.

Under the Safer internet programme two projects, POG and ROBERT have been funded to enhance knowledge on grooming (§29).

The Commission is aware that international cooperation is essential to be effective in fighting child sexual abuse online and is supporting co-operation with third countries (§34) through:

· Support to INHOPE international network covering 41 members worldwide, including members from almost all EU Member States, the US, Canada, South Africa, Russia, Australia, Taiwan, South Korea, Turkey and Japan. INHOPE receives more than 35.000 reports of child sexual abuse images each month.

· Support to the development of international databases at INTERPOL which are a key tool for international cooperation in investigations on child abuse images.

· Launch of the Global Alliance against child sexual abuse online, with 48 participating countries as a means to sustain national efforts to improve identification and assistance to child victims, prosecution of offenders, prevention of the crimes, and reducing the availability of child pornography. (§34).

· Signature on 20 November 2012 of the joint EU/US declaration to make the Internet a safer and better place for children which will contribute to international cooperation in fighting child sexual abuse online in the immediate future building on existing work by the Virtual Global Taskforce and Interpol on law enforcement collaboration to combat child sexual abuse worldwide.

The launch of a European Cybercrime Centre within Europol in 2013 should give the EU a stronger capability to fight cybercrime – including child sexual abuse online - via stronger operational support for Member States, a better data fusion capacity, more outreach to the private sector, more focus on research and design as well as the compilation of strategic threat assessments and trend forecasts in the field. The Commission and Europol are doing their best to obtain additional resources for the years to come (§37).

In the Communication on the Digital Single Market for e-commerce and other online services
 of January 2012 the Commission announced an initiative on notice-and-action procedures (§37). This Communication also announced that the E-commerce Directive, which provides a basis for the development of these procedures, will not be revised. The main objective of the initiative is to increase legal certainty on these procedures for all involved parties, thereby also contributing to action against illegal content. From June to September 2012 a public consultation was held on notice-and-action procedures. The initiative is scheduled for spring 2013.

The Commission is committed through the European Strategy to further enhance cooperation with law enforcement, hotlines and ISPs to improve the process of notice and Take down. In the last 2 years the Commission has made efforts to improve the process of taken down child abuse material within the EU but also in cooperation with third countries. INHOPE, the network of internet hotlines, plays a key role in this providing statistics and liaising with law enforcement and notifying to ISPs. Within the CEO Coalition there is currently discussion on further ways of improving and accelerating the process of notice and take-down, namely at the industry side.

"Safety buttons" are provided by hotlines and helplines funded under the Safer Internet programme and the CEO coalition is committed to deliver simple and robust mechanisms for reporting content and contacts that seem harmful to kids (§39 and 41).

Harmful content/Self regulation

As follow-up of the pact signed on 9 February 2009 between the Commission and 17 social networking sites (§44), the Commission published in 2011 the outcome of the assessment on the Implementation of the Safer Social Networking Principles for the EU. Some companies were lagging behind in the area of privacy but progress was registered in the other areas for most of the signatories. And in general past sectorial self-regulatory agreements have shown that the signatories companies have made progress in the area of child protection but there is still room for improvement.

One of the commitments of the CEO coalition is to ensure that there is a comprehensive network of content classification, so that such information is available, wherever needed, to children and their families, building on ongoing initiatives, including PEGI (Pan-European Game Information) which is currently used in 31 European countries and is also member of the International apps rating council which aims at creating a global framework of rating schemes (§48 and 52).
The European Framework for Safer Mobile Use is still valid and work in the field of parental control tools is taken forward through the CEO coalition (§53).

The CEO coalition is committed to manage default age-appropriate privacy settings for kids in ways that ensure they are as safe as is reasonably possible (§59).
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