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4.
Subject: An extensive set of recommendations to create an EU framework for the liability, design, development, testing, production, market introduction, exploitation and use of cyber physical systems, autonomous systems and smart autonomous robots.
5.
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6.
Brief analysis/ assessment of the resolution and requests made in it:
The legislative initiative resolution recommends to the Commission a whole range of legislative and non-legislative initiatives in the field of robotics and artificial intelligence (general principles concerning the development of robotics and artificial intelligence for civil use, research and innovation, ethical principles, a new European agency, intellectual property rights and the flow of data, standardisation, safety and security, autonomous means of transport, care robots, medical robots, human repair and enhancement, education and employment, environmental impact, liability, international aspects). In particular, it asks the Commission to submit a proposal for a legislative instrument providing civil law rules on the liability of robots and artificial intelligence.
7.
Response to requests and overview of action taken, or intended to be taken, by the Commission:

Civil law liability

The need for legal certainty as to the allocation of liability in the context of new technologies, such as the Internet of Things and autonomous systems powered by artificial intelligence has been highlighted in the Digital Single Market Strategy
 (2015), the Commission Communication on Digitising the European Industry
 (April 2016), the Communication on Building a European Data Economy
 (January 2017), and the mid-term review of the Digital Single Market Strategy
 (May 2017). These new technologies involve many different layers, e.g. software components, sensors or data services. The Internet of Things and the advent of robotics can give rise to legal challenges in identifying and proving the defect which caused the damage and in determining liability among the different market players. Legal uncertainty may affect negatively the development and uptake of robots and data-driven products and services.
It is therefore important to examine whether and how to adapt civil law liability rules to the needs of the digital economy. The Commission intends to work with the European Parliament and the Member States on an EU response to this challenge. The Commission is aware of the ongoing public consultation on robotics launched by the European Parliament as well as of its work on the "Cost of Non-Europe on Robotics and Artificial Intelligence". It would be valuable to share and discuss results of these processes and the results of the Commission's own public consultation and stakeholder dialogue as they could feed into the preparation of possible future policy initiatives.
In January 2017, the Communication on Building a European Data Economy
 and the accompanying Staff Working Document already acknowledged the need to assess the adequacy of civil law liability rules in light of new technological developments such as the Internet of Things, advanced robotics and autonomous systems. The Commission has launched a public consultation and a structured stakeholder dialogue among others on liability for autonomous systems/ robots.

At the same time, the Commission has launched an evaluation of the Directive 85/374/EEC on Liability for Defective Products. This Directive lays down common rules of strict (non-contractual) liability for producers at EU level, which allows the injured party to claim financial compensation for death or personal injuries and also for damage caused to an item or property intended and used for private purposes. The evaluation will assess whether and to what extent the Directive meets its objectives of guaranteeing, at European Union level, the strict liability of the producer for damage caused by a defective product. It will look at whether it still fulfils its role in helping to ensure the free movement of goods and providing a high level of consumer protection.
In particular, the evaluation will assess to what extent Directive 85/374/EEC applies to new technological developments (i.e. software, cloud computing, Internet of Things, advanced robots, automated and autonomous systems), whether it covers, for instance, cases of malfunctioning apps and non-embedded software, and whether it takes sufficiently into account the complexity of new technological products, especially the intertwining of products, data, software and different services. Advanced robots involve, in addition to the machinery part, complex software systems and suppose the provision of services, data transmission and possibly internet connectivity and, depending on the category of robot, a degree of artificial intelligence. All these elements taken together trigger difficulties for determining who should be held liable and to what extent for damages arising in the context of an autonomous behaviour of a robot. The specific features which an autonomous robot may display, such as self-learning capacities and ability to interact to, and impact, in unpredictable ways, upon its surrounding environment, raise therefore important questions as to the suitability of current EU and national rules.
The Commission will explore different solutions of tackling liability. Besides a possible review of the Directive 85/374/EEC on Liability for Defective Products, this could mean assessing the opportunity of devising risk-based liability regimes, for instance based on a risk-opening approach (allocating liability to market actors generating a major risk for the others and benefiting from the relevant device/ product/ service) or a risk-management approach where liability is assigned to the market actor best placed to minimize risks or avoid their realisation. Insurance schemes would be instrumental in the context of both risk-based solutions or a review of the current Directive. The Commission agrees with the European Parliament that an insurance system for robotics needs to be well thought through.

The Commission will assess whether legislative action is necessary once the two parallel stakeholder consultation exercises
 will have been concluded. In any case, any possible regulation in this domain will play a key role in ensuring that European products are actually rolled out onto the market and thus helping to develop a thriving robotics and Artificial Intelligence industry in the EU.
Private international law
Article 28(1) of the Rome II Regulation ((EC) No 864/2007) allows the twelve Member States which are parties to the 1971 Hague Convention on the law applicable to traffic accidents to continue to apply that instrument. Consequently, there are two legal conflict of laws regimes in place for claims arising from cross-border road traffic accidents. This dualism poses a challenge as regards the objective of the Regulation of creating certainty as to the law applicable. As a result, the law applicable to claims arising out of the traffic accident will in certain cases differ depending on the court seized of the case.
Several possible solutions were discussed during the negotiations leading to the adoption of the Regulation. However, it was not feasible to either require those Member States which are parties to the Hague Convention to denounce the Convention nor to require those Member States which are not parties to the Convention to accede to it, particularly because its rules are generally perceived as less modern and efficient than those of Rome II. Remaining options could consist in pursuing a revision of the Convention in the context of the Hague Conference on Private International Law or to improve the coordination of the respective scope of the two instruments by giving priority to the Rome II Regulation in cases where all parties/ all victims are domiciled within the European Union.

The Commission continues to monitor developments both at international and at European level in order to determine whether further action may be needed.
Definition of robots, criteria, registration

The diversity in this field makes it difficult to clearly make a distinction between what constitutes Artificial Intelligence/ robotics and what does not. More analysis is necessary to decide about suitable definitions and criteria, in particular when it comes to their use for regulation purposes.

Thorough examination of the existing robotics technologies and assessment of their potential development is necessary before being able to decide whether the definition of cyber physical systems, autonomous systems, smart autonomous robots and of their subcategories is necessary for regulatory purposes.

Such a preliminary clarification would also help identify technologies for which a comprehensive Union system of registration could be relevant.

Research/ financing

With EUR 700 million of EU funding from Horizon 2020 and, by adding the private investment, an overall investment of EUR 2.8 billion, the public private partnership SPARC, set up in 2012, is by far the biggest civilian research programme in robotics and artificial intelligence in the world. Projects on robotics are also supported by other strands of Horizon 2020 such as Blue Growth or Factories of the Future.
Should an increase of the financial support for the SPARC programme on the occasion of the mid-term review of the current multiannual financial framework prove not to be possible, a higher allocation for areas covered by SPARC under the next multiannual financial framework could be considered a priority, especially in the context of the recent substantial increases in (mainly private) investments into robotics and artificial intelligence in particular in the USA and China.

Connectivity

A high capacity digital infrastructure providing ubiquitous connectivity is an essential condition to enable innovation in robotics and artificial intelligence as well as the dissemination of these technologies within the European economy and society as a whole. For this reason, the Commission presented last year new strategic objectives by 2025 to develop a European Gigabit society
 and proposed a series of accompanying measures, including a review of the European electronic communication Code
.

The Radio Equipment Directive 2014/53/EU (RED) ensures a single market for radio equipment by setting essential requirements for safety and health, electromagnetic compatibility and the efficient use of the radio spectrum. This applies to all products using the radio frequency spectrum and foresees the possibility of adopting delegated acts specifying the categories or classes of radio equipment that have to comply with the essential requirements.

Market commercialisation, surveillance, testing, certification, safety, IP rights, Autonomous vehicles, aerial vehicles, transport

The safety of any product to be allowed on the internal market is of paramount importance. The Machinery Directive 2006/42/EC deals with the safety of robots and provides CE marking requirements for their placing on the EU market. The Directive is currently being evaluated in line with better regulation principles, for a possible revision also to adapt its health and safety requirements to autonomous robots and Artificial Intelligence, in the context of the Internet of Things and Industry 4.0.
Existing European harmonised standards for robots are based on international (ISO) specifications ensuring global accessibility while new standardization activities are being carried out for robots.
The Commission would like to point out that the EU is not a contracting party to the Vienna Convention on Road traffic of 1968, nor to the Geneva Convention of 1949. Therefore the Commission has no competence to ensure the proper implementation of the Conventions by those Member States which are party to them.
The Commission is actively engaged in autonomous driving through several initiatives including the Strategy towards cooperative, connected and automated mobility adopted in November 2016 and GEAR 2030. The Commission organised a first European conference on Connected and Automated Driving in Brussels on 3-4 April 2017.
Additional testing regimes may first have to be conceived such as piloting, modelling, simulations or virtual testing. The old tests focusing on the correct mechanical functioning of a device may not be sufficient to consider an advanced robot or artificial intelligence safe. To facilitate the development of adequate safety standards for connected and automated driving, the Commission intends to establish cross-border testing corridors for these systems
.
The Commission welcomes the signature by Member States of a letter of intent to establish collective connected autonomous mobility (CCAM) test beds. The letter of intent refers to the importance of working towards shared practices and voluntary common building blocks on data access and liability. In order to stimulate EU-wide interoperability, all interested stakeholders including regulators, certification bodies and insurance companies should be encouraged to take part in these corridors to gain experience with the technology and devise suitable regulatory frameworks, testing mechanisms and insurance products.

Testing and experimentation is also a key component of our Digitising European Industry strategy. The digital innovation hubs, for instance, will be particularly active in this respect. However, the Commission does not consider it necessary at this stage to impose uniform criteria for such testing.

The Commission is also very active in funding the development of advanced unmanned aerial vehicles (UAV). One focus is on developing sophisticated sensing and avoiding capabilities of UAVs which could form the backbone of a safe, future air traffic management system for such vehicles.
Being able to clearly identify drones, e.g. through electronic number plates, is indeed an important issue.

Open standards, international harmonisation of technical standards

The Commission has a number of research activities to ensure interoperability of different robotic systems.

The SPARC programme also strongly supports standardisation, in close cooperation with the relevant committee in ISO.
The Horizon 2020 funding programme dedicates EUR 11 million to shared facilities for safety certification. The aim is to develop testing protocols for cooperative and collaborative systems and define viable safety certification standards.

Health, medical sector and ethical issues

The Commission fully agrees that having stringent safety standards and proper ethical procedures in place for medical robotics is of the utmost importance. The Horizon 2020 robotics programme has around 40 projects in the medical domain, including assistive technologies, with a total funding of over EUR 150 million. The robotics community is involved in developing standards for medical robotics within the framework of the SPARC programme.

The European Disability Strategy, which is the main instrument at EU level for the implementation of the UN Convention on the rights of Persons with Disabilities, foresees that EU action supports and supplements national activities, including in improving the availability and choice of assistive technologies.
Research on assistive technology is financed under the Horizon 2020 programme through projects on active and healthy ageing, mental health, personalised medicines, access to healthcare, ICTs, mobility aids, devices and assistive technologies, transport or socio-economic issues, addressing the daily needs of people with disabilities.

Over the next few years, the Commission's priority is to ensure that the implementation of upcoming medical devices Regulation progresses smoothly and delivers the expected benefits to the EU patients within the timeframes which have been specifically set by the legislator.

Having said that, the intensified control by designating authorities and the joint assessments of Notified Bodies, foreseen by Commission Implementing Regulation (EU) 920/2013, have already introduced some important elements of additional control within the EU medical device approval system.

Moreover, the Commission will draw the attention of Authorities and Notified Bodies to the specific aspect of safety of medical robots already during the implementation phase.

Employment and education

The digital transformation of work and all other aspects of our lives is quickly becoming the dominant question when it comes to discussing robots and artificial intelligence. The Commission is acutely aware of these challenges and follows these developments closely. It has also proposed some concrete measures already to help people acquire the right skills to adapt to the digital transformation.

This year the Commission will propose a review of the key competences for lifelong learning agreed initially in 2006. The Commission believes that this review will provide further momentum to policy and projects that support wider, more transversal, more flexible and more transferable competences and skills, including digital competences.
The Commission considers the ability to control or interact with robots as an element of digital competences. The Commission provides and continues to develop concrete tools to support education systems, educational organisations and educators in this respect: under the Education & Training 2020 framework, the Commission organises peer learning activities with national experts and supports ministries in improving, modernising and innovating their education systems; EU platforms such as OpenEducationEuropa, eTwinning and the European Schools Gateway provide educators and educational institutions with inspiration, concrete support and practical tools to pursue digital education; the EPALE platform provides access to digital learning opportunities for adults across the EU; not to forget initiatives such as the new Digital Skills and Jobs Coalition, the EU Codeweek and the upcoming "Digital Opportunity" pilot scheme for cross-border traineeships in the digital domain. Also the European Institute of Innovation and Technology's Digital Academy delivers Masters and PhD level education and online courses offering a unique blend of technical, creative, innovative and entrepreneurial competences.

The Commission is aware of government and bottom-up initiatives in several Member States that aim to motivate young women to develop digital competences and pursue digital studies and careers. The Commission supports this effort, both through funding, peer-learning in the Education & Training 2020 framework, and awareness-raising.
In 2016, the Commission started the Digital Skills and Jobs Coalition with the aim to create a large pool of digital talent. This initiative will go beyond Information and Communication Technologies professionals and will also look at ways how to upgrade the digital skills of the workforce at large.
The SPARC programme also includes a topic group on education and is very active in raising awareness among citizens and children, stimulating their interest to learn science, technology, engineering, and math subjects.
There is a need to develop better instruments to track the effects of digitalisation on society and labour markets. To this end, the Commission will include research on the effect of digitalisation on society and the labour market and possible policy responses as part of Societal Challenge 6 in the Horizon 2020 Work Programme 2018-20. Also, the Commission has recently conducted a Eurobarometer survey to measure what European citizens think about the impact of robotics and artificial intelligence on their lives and work.
The impact of technological development, including robotics, on labour markets will affect social security systems. Should the development of robotics result in significant replacement of human labour, those national social security systems chiefly financed from earnings-related contributions will be most affected. The public consultation on the European Pillar of Social Rights highlighted the challenge of ensuring access to social protection for the new jobs replacing traditional industrial jobs.
But the development of robotics could also help extending working lives by reducing the impact of arduous and menial work on career duration and thus help social security systems adapt to the challenge of society ageing. Indeed, robots are best at doing dull, dangerous and dirty jobs, and the use of robots can improve workers' health and safety. 

The Commission will continue to follow the impact of technology-induced changes in the world of work on social security, and further examine how systems of social security can best be adapted to these changes.
Environment

Greater integration of innovative digital solutions such as advanced tracking and logistics enabling resources to be traced and tracked through the supply chain in support of the circular economy will be essential, also to prevent planned obsolescence and making use of materials previously considered to be waste.

Defence

Horizon 2020 only funds non-military research. Every Horizon 2020-funded project is carefully checked regarding its ethical implications including the dual use potential of the developed technologies. If necessary, mitigation measures are imposed. 

Also, cybersecurity is addressed in basically every Horizon 2020-funded robotics project. The Commission needs to be mindful of security by design principles for use in robotics and artificial intelligence in the upcoming review of its cybersecurity strategy. Cybersecurity is a particular problem for connected and automated driving. For this reason, a current focus of research in this area is on making "car critical systems" cybersecure.

Fundamental rights and ethics, establishing an EU Agency, horizontal actions

The Commission is aware of the numerous questions and challenges posed by robotics and artificial intelligence, and agrees on the need to ensure the highest level possible of protection of fundamental rights as robotics and artificial intelligence are being developed and disseminated.
The solid framework that the Commission has set in place through the Better regulation Package to assess the impact on fundamental rights of legislative proposals and policy measures is a key instrument to address this need.

Having a broad societal discussion on robotics and artificial intelligence is crucial if we want to maintain societal buy-in and support for these technologies. We already have a number of events to engage the robotics community and society at large, such as the annual European Robotics Forum organised in the framework of the SPARC programme and the European Robotics Week, when hundreds of events are organised throughout Europe in companies and research labs to bring citizens and in particular young people in touch with the technology.

As part of a comprehensive strategy on artificial intelligence, it could be considered to regularly organise a Forum on Artificial Intelligence where technologists, policy makers and politicians could discuss the ethical, legal and societal implications of robotics.

The technology could require politicians and office holders to venture into unchartered legal territory. We have faced the challenge of novel technology for which the impact was difficult to predict before, for instance in the field of environmental law and nuclear power. We can be guided and rely on principles developed in this area, notably through the use of the precautionary principle, which is firmly rooted in EU environmental law and enshrined in Article 191, Paragraph 2 of the treaty on the Functioning of the European Union.

Applying the precautionary principle to robotics and artificial intelligence means that we have to invest in scientific understanding, not only of the technical aspects of artificial intelligence, but also of its socio-economic impact as well as its consequences on the rule of law, fundamental rights and democracy.
As a matter of principle, every Horizon 2020 funded project is carefully checked for its possible ethical implications including data privacy, and project partners need to have proper procedures for ethical reviews in place. Many robotics projects, e.g. in the healthcare domain, touch upon ethical aspects, and addressing these concerns is key for building up societal support for EU research.

Some projects funded under the Horizon 2020 programme specifically address ethical, legal and socio-economic issues, for instance RockEU2
 and the newly funded REELER project
, which will issue recommendations for responsible and ethical learning in robotics in future robot design. Ethical, legal, societal and economic issues are also studied under the SPARC programme. It is in this framework, for example, that safety standards are being developed.

The Commission does not consider it necessary to designate a new European Agency for robotics and artificial intelligence. In addition to expert group discussions with Member States, industry and standardisers organised by the Commission in the framework of the evaluation and potential review of Machinery Directive 2006/42/EC, which is the EU product safety legislation for robots, it is envisaged to create a high-level advisory body on robotics and artificial intelligence which could provide knowledge and expertise to the Commission.
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�	On product liability challenges in the context of the Internet of Things and autonomous systems and the evaluation of the Directive 85/374/EEC on Liability for Defective Products (which also includes a public consultation).
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