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6.
Brief analysis/ assessment of the resolution and requests made in it:
The resolution addresses fundamental rights implications of big data: privacy, data protection, non-discrimination, security and law-enforcement.
The resolution stresses the importance of the recently adopted reform of data protection legislation in the EU, including Regulation 2016/679
 and Directive 2016/680
, as well as the implementation of the "Digital Single Market Strategy for Europe"
. The resolution also takes into account that the Council of Europe, European Data Protection Supervisor and the Article 29 Working Party have already addressed certain issues related to the emergence of big data analytics. However, the resolution considers that the compliance with the existing data protection legislation, together with strong scientific and ethical standards, still needs to be ensured. Different issues of concern are addressed in the resolution, with concrete suggestions on the application of the existing legal framework in view of the emergence of big data analytics.
7.
Response to requests and overview of action taken, or intended to be taken, by the Commission:
a)
General considerations

Overall, the Commission welcomes the resolution, as it supports the importance of addressing different issues related to the protection on fundamental rights in the era of rapid technological developments. The report flags a number of concrete challenges in relation to big data with suggestions for concrete actions. Whereas various issues mentioned in the resolution are addressed by, or relate to, different initiatives of the Commission, all the main points are tackled below.

In general, the Commission would like to highlight that the new legal data protection framework is explicitly designed to be technologically neutral. Therefore, it aims to ensure a consistent and effective application of the existing legislation in times of rapid technological developments. All principles related to the processing of personal data contained in the new legislation will be fully applicable to processing large volumes of data, as it is the case for big data analytics.
In addition, the legislative framework creates a European Data Protection Board (EDPB) which will be tasked with issuing guidelines, recommendations and best practices on important issues related to data protection. Therefore, were there to be such a need, the national data protection authorities, working together within the Board, will be able to give further guidance on this issue.
The Commission shares the view expressed in the resolution that citizens shall be properly informed about their rights related to data protection. Therefore, the Commission is involved in different activities to foster awareness among different social groups. For instance, the Commission has co-funded the "European Handbook for Teaching Privacy and Data Protection at Schools"
 which looks for best practices in teaching privacy and personal data protection. Similarly, the Commission co-funded the "SafeSurfing"
 project, which aims to teach people with intellectual disabilities how to keep their information safe when using the Internet.
The Commission will continue the promotion of data protection awareness-raising, taking into account new rights introduced by the recent reform. Such actions should be seen in the context of a broader effort undertaken by different stakeholders to empower citizens to benefit from their rights in the digital era. The Commission is planning to ensure training of data protection supervisory authorities and other public authorities and data protection officers via action grants.

On 10 January 2017, the Commission adopted its proposal for a Regulation on Privacy and Electronic Communications. The proposal provides for rules that ensure confidentiality of content data and metadata. Terminal equipment of end-users of electronic communications networks are part of the private sphere of the end-users requiring protection. To this end, the proposal ensures the protection of information stored in terminal equipment and aims at giving end-users control over their data. Accordingly, the proposal requires that the consent of the end-user is obtained before use is made of the processing and storage capabilities of terminal equipment and information is collected from the end-users' terminal equipment. In addition, it required software placed on the market permitting electronic communications to offer the option to prevent third parties other than the user from storing information on the terminal equipment of an end-user or processing information already stored on that equipment. The proposal requires such software to inform the end-user about the available privacy setting and, to continue with the installation, require the end-user to consent to a setting. The proposal will enhance transparency for end-users.

b)
Big data for commercial purposes and in the public sector

-
Privacy and data protection

The Commission acknowledges the growing importance of Big Data in the digital economy. The potential of Big Data is enormous: for instance they can help businesses to create new business models, improve their products and service and/ or create new ones, lead to useful discoveries through the processing of information, including individuals' personal data. Therefore, the Commission adopted in January 2017 the "Building a European Data Economy" Communication. It focuses on machine generated and anonymised data. At the same time, it recalls that the protection of personal data is already ensured by the EU legislation.

Therefore, when personal data are processed, EU data protection rules apply, including the need to ensure that the processing is adequate, relevant and limited to what is necessary in relation to the purpose of processing (the so-called data minimisation principle). Data controllers and processors should therefore seek to minimise the use of personal data, including through the use of anonymisation techniques. Rules on automated decisions are also of the utmost importance considering the growing use of algorithms in decision-making processes.

The new data protection legislation provides for ways that allows for further processing of personal data for "big data" analysis. There are a number of factors to be taken into account when deciding whether the purpose of further processing is compatible. One of them is whether safeguards such as pseudonymisation or encryption are used. Pseudonymisation can be a useful tool in this context, and this is recognised as such in the new data protection legislation.

The application of Big Data technologies in the digital economy also entails international data flows. In this regard, the new rules offer a set of tools that can accommodate the need for such transfers while ensuring a high level of protection of personal data.

At the moment, the Commission and the national Data Protection Authorities cooperating within the Article 29 Working Party (to be replaced by the European Data Protection Board) are focused on the implementation of the new data protection legislation. Once the new rules enter into force, a broad range of different measures to react to technological developments will be available, such as guidelines, recommendations, best practises, codes of conducts and certification mechanisms. Such instruments may further contribute to the protection of fundamental rights in the EU.
The Article 29 Working Party has already issued guidelines to assist with the implementation and interpretation of the new data protection legislation on the following subjects: data portability, data protection officers, lead supervisory authority, and data protection impact assessment
.

According to the General Data Protection Regulation, the Member States, the supervisory authorities, the Board and the Commission shall encourage the drawing up of codes of conduct intended to contribute to the proper application of this Regulation, as well as the establishment of data protection certification mechanisms and of data protection seals and marks, for the purpose of demonstrating compliance with the Regulation of processing operations by controllers and processors.

The publication of personal data by public authorities for reasons of public interest must comply with the general data protection legislation. Any limitation of the right to protection of personal data must also comply with the EU Charter of Fundamental Rights and its Article 52(1).

-
Algorithmic Transparency

The Commission recognises the importance of the transparency concerning algorithms. In its Communication on online platforms (COM(2016) 288), the Commission already pointed out that "Greater transparency is also needed for users to understand how the information presented to them is filtered, shaped or personalised, especially when this information forms the basis of purchasing decisions or influences their participation in civic or democratic life."
At the request of the European Parliament, the Commission is therefore carrying out a Pilot Project on Algorithmic awareness-raising, to be launched in the third quarter of 2017. The project will substantiate a series of issues related to algorithmic decision-making with scientifically sound evidence and model, through a collaborative process, a range of possible policy responses to emerging challenges.

The Commission is undertaking a specific study on algorithm-powered media services in the context of media literacy, including big data aspects, and will seek input from the media literacy community, including through the European Parliament's pilot project Media literacy for all. The aim is to promote citizen empowerment in this emerging context of big data and algorithms, and to ensure that data-driven technologies do not limit or discriminate access to a pluralistic media environment.
The Commission is also participating in the Council of Europe's work on the Human Rights dimension of Algorithms
, in its capacity of observer of the Council of Europe's Committee of Experts on Internet Intermediaries.
-
Security of data processing

The new data protection legislation includes an important principle of "data protection by design" which means that responsible controllers, developers and manufacturers should incorporate protection of personal data into new products and services while they are being designed, not afterwards. Data protection must be the starting point and a continuum for appropriate protective measures, not an ending. Therefore, this principle motivates architects of big data analytics to use techniques like anonymisation, pseudonymisation, encryption, and protocols for anonymous communications. The Commission contributes to the development of privacy-protecting technologies by supporting research and innovation in this field under the Horizon 2020 programme.

Moreover, the new data protection legislation is also based on the risk-based-approach. It pairs flexibility with effective protection. The reform aims to ensure that obligations reflect the risks posed by specific processing. Data protection impact assessments are a key part of the risk based approach, making sure that measures are always appropriate to specific risks and situations.

-
Non-discrimination

The new data protection legislation includes many mechanisms that aim to ensure that personal data are adequately protected in times of rapid technological developments. The General Data Protection Regulation provides in Article 22 the right for the data subject not to be subject to decisions based solely on automated processing, including profiling, which produce legal effects concerning the data subject or similarly significantly affect her or him. In addition, the Regulation introduces the key concept of transparency, where the data subject needs to be informed in a concise, transparent, intelligible and easily accessible form, using clear and plain language (Article 12 of the General Data Protection Regulation). This obligation includes in the case of automated decision-making, including profiling, the obligation to provide meaningful information about the logic involved as well as the significance and the envisaged consequences of such processing for data subject.

c)
Big data for scientific purposes

The processing of personal data for scientific purposes or statistical purposes should be subject to appropriate safeguards for the rights and freedoms of the data subject. Those safeguards should ensure that technical and organisational measures are in place in order to ensure, in particular, the principle of data minimisation. The further processing of personal data for scientific purposes is to be carried out when the controller has assessed the feasibility to fulfil those purposes by processing data which do not permit or no longer permit the identification of data subjects, provided that appropriate safeguards exist (such as, for instance, pseudonymisation of the data).

d)
Big data for law enforcement purposes

-
Privacy and data protection

Directive 2016/680 takes account of the specific needs of law enforcement, respects the different legal traditions in Member States and is fully in line with the Charter of Fundamental Rights. This Directive aims to ensure that the level of protection of the rights and freedoms of natural persons with regard to the processing of personal data by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, including the safeguarding against and the prevention of threats to public security, should be equivalent in all Member States.
Effective protection of personal data throughout the Union requires the strengthening of the rights of data subjects and of the obligations of those who process personal data, as well as equivalent powers for monitoring and ensuring compliance with the rules for the protection of personal data in the Member States.

The Directive also offers new ways to ensure that international transfers of data between law enforcement authorities are made with all applicable guarantees. The possibility for adequacy decisions in the field of law enforcement and other tools like transfers subject to appropriate safeguards help to ensure fair and legitimate processing, including the possible use of big data technologies.

-
Security of data processing

According to Directive 2016/680, police and criminal justice authorities will apply the principles of data protection by design and data protection by default when designing and implementing new data processing systems, for example when developing new databases. In order to maintain security of data processing, the risks inherent to such processing have to be evaluated, and appropriate measures have to be implemented to mitigate those risks, such as encryption. Additionally, police and criminal justice authorities must appoint data protection officers to take care of personal data protection within their organisation. They must also ensure the national supervisory authority is notified of serious data breaches as soon as possible.

-
Non- discrimination

According to Directive 2016/680, the data subject should have the right not to be subject to a decision evaluating personal aspects relating to him or her which is based solely on automated processing and which produces adverse legal effects concerning him or her, or which significantly affects him or her. In any case, such processing should be subject to suitable safeguards, including the provision of specific information to the data subject and the right to obtain human intervention, in particular to express his or her point of view, to obtain an explanation of the decision reached after such assessment or to challenge the decision. Profiling that results in discrimination against natural persons on the basis of personal data which are by their nature particularly sensitive in relation to fundamental rights and freedoms should be prohibited under the conditions laid down in Articles 21 and 52 of the Charter.
In addition, the Fundamental Rights Agency has published a report "Understanding and Preventing Discriminatory Ethnic Profiling: a Guide"
.
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