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1. Brief analysis/assessment of the resolution and requests made in it:
In general, the resolution proposes a balanced approach highlighting the benefits without ignoring the risks. It strongly supports the development and large-scale deployment of artificial intelligence (AI) for the benefit of the citizens, economy and environment, and details the benefits and specific actions in priority sectors. The resolution supports the Commission’s policy initiatives, including the Communication on Artificial Intelligence for Europe, the Coordinated Plan for AI, and the draft AI ethics guidelines.
The resolution stresses the importance of labour and security-related aspects in a society supported by artificial intelligence and robotics, and envisages a technological path towards artificial intelligence and robotics, based on research and development, investments, innovation, societal acceptance and responsibility, and supporting conditions such as connectivity, data accessibility, high performance computing, and cloud infrastructure.
The resolution supports a policy that takes into account the broad range of AI applications, covering all human activities, and emphasises the need for an appropriate legal framework for artificial intelligence and robotics, in particular with respect to the internal market for artificial intelligence, personal data and privacy, liability, consumer protection and empowerment, and intellectual property rights.
The resolution stresses that artificial intelligence actions and applications should comply with ethical principles and relevant national, Union and international law, and expresses strong support for more coordination at Union level and also for more work on international governance in the area of artificial intelligence.
The resolution calls on the Commission to take action with respect to increasing investment, developing digital skills, attracting and retaining talent, protecting intellectual property, supporting safe AI in healthcare, investing in blockchain and strengthening cybersecurity, building a single market for AI and improving standards and the safety and liability framework, tackling challenges associated with automated decision-making, discrimination and bias, and working also at the international level.
1. Response to requests and overview of action taken, or intended to be taken, by the Commission:
The Commission welcomes the balanced approach laid down in the resolution, and Parliament’s support for the development and large-scale deployment of AI for the benefit of the citizens, economy and environment. The Commission also appreciates Parliament’s support for recent policy initiatives, including the Communication on Artificial Intelligence for Europe, the Coordinated Plan for AI, and the AI ethics guidelines.
Digital skills
The Commission agrees that digital literacy – together with more advanced digital skills - is one of the most important factors for future AI development (paragraph 7). More generally, the Commission is convinced about the importance of equipping people with the adequate digital skills for ensuring a successful digital transformation. The Commission is tackling this challenge through initiatives such as the Digital Education Action Plan[footnoteRef:1] adopted last year. The Communication on Artificial Intelligence for Europe of 25 April 2018 and the Coordinated Plan for Artificial Intelligence of 7 December 2018 also include several actions to train, retain and attract AI talent in the EU. [1:  	COM(2018) 22 final] 

Member States have agreed to integrate in their national AI strategies actions to tackle digital skills shortages. At the same time, the Commission will pilot projects at EU level to strengthen the cooperation between industry and education and it will explore avenues to support the inclusion of AI modules education and training programmes.
Investment
The Commission appreciates the support expressed in the resolution for the proposal on the Digital Europe programme and for the increased funding under Horizon 2020 (paragraph 15), as well as the emphasis on greater investment in the field (paragraph 25) and on enhanced coordination at EU level (paragraphs 181 to 187). The target of EUR 20 billion per year in total investment in AI in the EU, including public funding and private investment, can only be achieved through combined efforts with the Member States and industry, and the Coordinated Plan on Artificial Intelligence will serve as a roadmap towards that goal. The Commission’s future own investment in AI will be mainly channelled through Horizon Europe and Digital Europe. Within the proposed Horizon Europe budget, the Commission intends to invest EUR 15 billion in ‘Digital and Industry’, which also includes AI. Under Digital Europe, 2.5 billion euros of the total amount of 9.2 billion euros will be for AI.
The Commission will support and strengthen AI research excellence centres across Europe. The goal is to encourage networking and cooperation between the centres and to tackle major challenges in AI. An amount of EUR 50 million is planned for this activity in the Horizon 2020 Work Programme for 2020. The Commission will also support the uptake of AI across Europe, with a toolbox for potential users, focusing on small and medium-sized enterprises, non-tech companies and public administrations. The set of measures will include an EU AI-on-demand platform giving advice and easy access to the latest algorithms and expertise; a network of AI-focused Digital Innovation Hubs facilitating testing and experimentation; and industrial data platforms offering high quality datasets. As provided for in the Plan, the Commission has also initiated the process of creating a new partnership for AI, building notably on the existing public-private partnerships for robotics and big data.
The Commission takes note of the Parliament’s call to consider the creation of a European regulatory agency for AI and algorithmic decision-making, which would among other things investigate the use of algorithmic systems where a case of infringement of human rights is suspected. The Commission is investigating the issues, governance models and policy approaches through a series of ongoing evidence-collection and policy analysis processes, including the Algorithmic Awareness Building project. The Commission would underline that the establishment of any European regulatory agency needs a legal basis that is grounded in the Treaties and that the actions of such an agency need to be based on EU law. The Commission would also point out that national data protection authorities have the competence to investigate in cases where an infringement on the right to data protection in suspected.
Attracting and retaining talent
The Commission agrees with the resolution on the importance of focusing on attracting top talent to European companies (paragraph 21). The goal of encouraging more young people to choose AI subjects and related fields as a career is being pursued through programmes such as the Digital Opportunity Traineeships and actions by the Digital Skills and Jobs Coalition. Furthermore, the European Institute of Innovation and Technology is integrating AI across the curricula in the education courses it supports, at Master and PhD level. The Commission is also encouraging the Member States to make full use of the possibilities offered by the EU Blue Card system to attract and retain highly-skilled AI professionals in the EU. For the period after 2020, the Commission has proposed to invest EUR 700 million in support for advanced digital skills as, for AI, high performance computing and cybersecurity, as part of the Digital Europe programme.
Intellectual property
Regarding the recommendation to ensure that the intellectual property of research conducted with EU funding remains in the EU and in European universities (paragraph 28), the Commission would point out that the intellectual property (IP) rules applicable in collaborative projects funded under the EU research and innovation Framework Programmes provide that each result belongs to the beneficiary that generated it.
Any grant agreement may provide that the Commission may object to results being transferred, or exclusively licensed, to third parties established in a third country not associated with Horizon 2020 (see Article 44 (3) of H2020 rules of participation), if it considers that the grant or transfer is not in accordance with the interests of developing the competitiveness of the Union economy or is inconsistent with ethical principles or security considerations. Introducing harsher safeguards, for instance in such a way as to prevent non-EU entities from retaining any of a project’s results (even those they have generated themselves) would represent a significant disincentive against non-EU participation.
It would not appear appropriate to require that the IP resulting from research conducted with EU funding must remain in European universities (except, of course, where we refer to IP generated by such universities) since (1) a significant fraction of all research conducted with EU funding is actually conducted by private companies, and (2) universities often have difficulties in promoting the exploitation of (even their own) research results (despite a large number of policy and operational support initiatives in this regard, at EU and Member States levels). The current rules, therefore, appear to be adequate.
Nevertheless, there may be circumstances with regard to either grants or public procurement by the EU in which the IP should be retained by the EU for public policy objectives. The Commission is considering this issue and may conduct a study. Moreover, insofar as grants are concerned, it may be noted that the rules of participation for Horizon 2020 already provide for certain access rights, for the Union and the Member States, to the results of a participant that has received EU funding.
AI in healthcare
The Commission notes the calls to closely monitor progress in AI technologies and propose changes to the regulatory framework if necessary with respect to the approval of medical devices, to increase funding in health-related AI technologies and to work on strategies and policies in the field of healthcare technology (paragraphs 77, 78 and 79). The Commission has established the Medical Device Coordination Group, which will provide advice to the Commission and assists the Commission and the Member States in ensuring a harmonised implementation of medical devices legislation.
The Commission also adopted two regulations on medical devices in 2017: Regulation (EU) 2017/745 on medical devices and Regulation (EU) 2017/746 on in vitro diagnostic medical devices. The Expert Group set up in 2018 in order to assist the Commission on liability aspects is also considering liability resulting from the use of autonomous healthcare applications i.e. autonomous surgery robots and diagnostic use of AI in healthcare.
The Commission invests in research projects developing digital solutions in health and care, including AI systems and applications. Horizon Europe will continue to advance technological innovation in digital health and care. Healthcare is also a key area for the establishment of new large-scale testing facilities for the latest AI technologies, in accordance with the Coordinated Plan for Artificial Intelligence. The Commission will also support the initiative on linking genomics repositories and will work on setting up a large-scale medical image repository that will serve to develop AI-based solutions for diagnosing and treating the most common forms of cancers.
On 31 January 2018, the Commission adopted the proposal on Health Technology Assessment, which is currently under consideration by the co-legislators and is expected to pool expertise and resources and help improve the quality and timeliness of assessments. On 6 February 2019, the Commission presented the Recommendation on a European Electronic Health Records Exchange Format.
In September 2017, the Commission launched an action on workforce planning and forecasting (called SEPEN for ‘Support for the eHealth workforce planning and forecasting Expert Network’). Under the Coordinated Plan on Artificial Intelligence, the Member States and the Commission will also work on mapping the national education offers and skills needs and exploring how AI could be integrated into other disciplines such as law, human sciences, environment and health.
Blockchain and cybersecurity
The Commission notes the calls to explore the use of blockchain-based cybersecurity applications, to examine the possibility of rewarding citizens for their data by means of tokens, and to reinforce the EU’s cybersecurity capacity (paragraphs 107 and 108).
The Commission launched last year the EU Blockchain Observatory and Forum with the support of the European Parliament. Until 2020, the Commission will fund projects that could draw on blockchain technologies with up to EUR 340 million. Blockchain will continue to be relevant among the relevant topics in the next multiannual financial framework.
On 12 September 2018, the Commission proposed a regulation setting up a European Cybersecurity Industrial, Technology and Research Competence Centre with a Network of National Coordination Centres (CCCN) (COM(2018) 630). The Commission proposal for the regulation establishing CCCN is currently being negotiated in the Council and the European Parliament. Four pilot projects (CONCORDIA, ECHO, SPARTA, CyberSec4Europe) have already been launched under the Horizon 2020 programme, to provide evidence for the most effective establishment of the CCCN.
The recently adopted Regulation on Information and Communication Technology cybersecurity certification ('Cybersecurity Act') (COM(2017) 477) seeks to establish a European Cybersecurity Certification Framework for ICT products and services.
The Commission will continue its efforts on cybersecurity in the next multiannual financial framework, notably proposing EUR 2 billion in the new Digital Europe Programme for boosting cybersecurity capabilities in Europe.
Single market for AI, standards, safety, liability
The Commission notes the calls to evaluate where it is necessary to update policy and regulatory frameworks in order to build a single European market for AI and at the same time to improve standards in the area of AI and ensure safety, security and privacy (paragraphs 119, 122, 125, 127 and 128).
Under the Digital Single Market Strategy, the European Commission has presented policies, investment measures and regulatory initiatives that have given European businesses important tools for digital competitiveness. For example, Commission Communication COM(2018) 232 final ‘Towards a common European data space’ and the review of the Directive on the re-use of public sector information are key drivers for the development and uptake of artificial intelligence.
Targeted competition enforcement can positively complement regulatory initiatives aiming towards the conclusion of the Digital Single Market. EU competition law has tools at its disposal that can deal with different market realities. The Commission is also reflecting on how changes in the market, including reliance on data and artificial intelligence, will affect how companies operate and interact and how competition policy should adapt to future challenges of digitisation.
With a view to promoting AI-related innovation in the EU, the Commission is devoting considerable attention to assessing the implications of the current IP framework on the development of AI. The European Patent Office is currently finalising study on patent-related aspects of AI, and the Commission is also about to launch a study on certain IP aspects of AI in order to assess whether the current legal framework is fit for purpose.
The EU has a robust legal safety framework[footnoteRef:2] for smart goods, including robots and robotic systems. This framework provides a high level of protection for citizens and workers while encouraging innovation. The EU also has a large corpus of standards for robots and robotics systems that form a good basis for further developments. The Commission will ask in the near future for new developments of standards in coherence with international developments. [2:  	e.g. the Machinery Directive, the Radio Equipment Directive, the General Product Safety Directive, and specific safety rules for example for medical devices or toys] 

The Commission has launched an impact assessment study in support of a possible revision of the Machinery Directive. The Radio Equipment Directive empowers the Commission to improve the digital safety, security and privacy at equipment level for certain categories of connected wireless products. By mid-2019, the Commission will publish a guidance on the Product Liability Directive and a report on the broader implications for, potential gaps in and orientations for, the liability and safety frameworks for AI, Internet of Things and robotics.
The Commission underlines that the applicable EU legal framework on data protection, in particular the General Data Protection Regulation (GDPR), is fully applicable to the processing of personal data in these areas. The Commission will ensure that any future EU regulatory framework on AI is fully compliant with the EU legal framework on privacy and data protection.
AI ethics guidelines
The Commission appreciates the support that the resolution expresses for the initiative to set up the High-Level Expert Group on Artificial Intelligence and the European AI Alliance, and for the work on AI ethics guidelines (paragraphs 144 to 146). The development of AI ethics guidelines as a first step to address ethical concerns relating to AI applications is a very important part of the EU initiative on AI launched in April 2018. In line with the EU’s reputation for high-quality products and high safety and ethical standards, the Commission supports the development of ‘AI made in Europe’ – ethical, secure and cutting-edge AI, which could also become a worldwide reference. Organisations developing and deploying AI in accordance with the European AI ethics guidelines will be able to highlight this in order to emphasise that their product meets the high ethical standards that the EU champions. The European AI ethics guidelines focus on the concept of trustworthy AI and are anchored in the fundamental principle of ethics by design.
The AI ethics guidelines are set out in the document “Ethics Guidelines for Trustworthy AI”[footnoteRef:3], published by the High-Level Expert Group on Artificial Intelligence on 8 April 2019. The document defines trustworthy AI as AI that is lawful, ethical and robust. The seven key requirements that AI systems should meet in order to be deemed trustworthy include (1) human agency and oversight, (2) technical robustness and safety, (3) privacy and data governance, (4) transparency, (5) diversity, non-discrimination and fairness, (6) societal and environmental well-being, and accountability. [3:  	High-Level Expert Group on Artificial Intelligence ‘Ethics Guidelines for Trustworthy AI’, 8 April 2019] 

The guidelines are addressed to all relevant stakeholders developing, deploying or using AI, including companies, organisations, researchers, public services, institutions, individuals or other entities. A mechanism has been put forward to allow stakeholders to voluntarily endorse them. Stakeholders also have the option to start (voluntarily) implementing the guidelines, while also providing feedback on what works of not (piloting phase), and how the guidelines – and the assessment list more in particular – should be tailored to different sectors or AI applications.
In its Communication on Building Trust in Human-Centric Artificial Intelligence[footnoteRef:4], the Commission welcomed the work of the High-Level Expert Group on Artificial Intelligence as valuable input for its policy-making. The Communication also expressed the Commission’s support for the aforementioned seven requirements for trustworthy AI, and an encouragement to stakeholders to apply the requirements and test the assessment list that operationalises those requirements. [4:  	COM(2019) 168 final] 

As mentioned in the Communication on Building Trust in Human-Centric Artificial Intelligence, the Commission will now launch a targeted piloting phase designed to obtain structured feedback from stakeholders. The piloting process will be kicked-off in summer 2019. All interested stakeholders can already register their interest to participate[footnoteRef:5]. [5:  	“Ethics Guidelines for Trustworthy AI - Register for the Piloting Process”] 

In parallel, the Commission will organise further outreach activities, giving representatives of the High-Level Expert Group on Artificial Intelligence the opportunity to present the guidelines to relevant stakeholders in the Member States, including industry and service sectors, and providing these stakeholders with an additional opportunity to comment on and contribute to the AI guidelines.
Following the piloting phase and building on the feedback received, the High-Level Expert Group on Artificial Intelligence will review the assessment lists for the key requirements in early 2020. Based on this review, the Commission will evaluate the outcome and propose any next steps.
Automated decision-making, discrimination, bias
In response to the request to evaluate whether there is a need for specific regulations related to AI-enabled decision-making (paragraph 151) and the call to identify and take all possible measures to prevent or minimise algorithmic discrimination and bias (paragraph 157), the Commission points out that the GDPR already regulates particular types of automated decision-making, taken on the basis of personal data and bearing a significant impact on the data subject. The Commission is carrying out, following the call of the European Parliament, a pilot project on Algorithmic Awareness Building with the particular focus of exploring the opportunities and challenges brought by algorithmic decision-making in the online environment. The Commission is investigating specific concerns that may benefit from further policy intervention, and exploring policy tools for appropriately and proportionately addressing the risks brought by the use of algorithmic decision-making and artificial intelligence.
International cooperation
The Commission agrees that it is important to work also at an international level to ensure the greatest consistency between international players and to advocate EU ethical principles worldwide (paragraph 191). An international ministerial meeting on AI took place in the context of the Digital Day 3 event organised by the Commission in April 2019. Furthermore, the EU is planning to use its Partnership Instrument to engage with international partners on ethical and governance matters.
The Commission Communication on Building Trust in Human-Centric Artificial Intelligence of 8 April 2019 reiterated the Commission’s determination to continue its efforts to bring the Union’s approach to the global stage and build a consensus on a human-centric AI. To that end, the Commission will strengthen cooperation with like-minded partners and will continue to play an active role in international discussions and initiatives, including via multilateral fora such as the G7 and G20.

