Follow up to the European Parliament non-legislative resolution on foreign electoral interference and disinformation in national and European democratic processes
1. Resolution tabled pursuant to Rule 132(2) of the European Parliament's Rules of procedure
2. Reference numbers: 2019/2810 (RSP) / B9-0108/2019 / P9_TA-PROV(2019)0031
3. Date of adoption of the resolution: 10 October 2019
4. Competent Parliamentary Committee: N/A
5. Brief analysis/assessment of the resolution and requests made in it:
The text was proposed by the EPP, S&D, Renew, Greens and ECR groups and defeated an alternative, strongly Eurosceptic motion proposed by the ID group.
The resolution is helpful in a number of respects.
Firstly, while mainly targeting “foreign interference and disinformation” it recognises that this can take a myriad of forms and is very hard to define narrowly, and that disinformation is only part of the story. We do consider necessary to note that disinformation also has domestic sources, as consistently set out in the Commission’s policy statements (April 2018 Communication, December 2018 Action Plan, June 2019 Implementation Report). Vice President-Designate Jourová underlined the complexity of the threat and the constant evolution of targets, mentioning a development that external actors are more often using domestic proxies. She expressed the obligation to not ignore this homegrown interference and manipulation.
Second, it recognises the need for a comprehensive approach to these challenges and broad cooperation, respecting Fundamental Rights, stating “the scale of acts of malicious interference requires a coordinated European response including several complementary strands” and “responsibility for countering disinformation and foreign electoral interference lies not exclusively with public authorities but also with internet and social media companies, which should therefore cooperate in achieving this aim while not undermining freedom of speech or becoming privatised censorship bodies”. This is aligned with the position expressed by President-elect Ursula von der Leyen in her Political Guidelines, recognising digital platforms as actors of progress for people, societies and economies. To preserve this progress, the President-elect points to the need to ensure that they are not used to destabilise our democracies. The EU should develop a joint approach and common standards to tackle issues such as disinformation. It also echoes Vice President-designate Jourová who recalled that in the run-up to the recent European Parliament elections, the Commission managed together with the Members of the European Parliament and with Member States to raise awareness about the threats and achieved a consensus that no elections are safe from the potential interference, and that this needs to be addressed.
Third, it acknowledges the Commission’s work on the electoral package, and further states that “free and fair elections are at the heart of the democratic process and therefore calls for the EU institutions and the Member States to take decisive action on this issue, including in the upcoming process of reflection on the future of the EU”, and signals the Parliament’s openness to areas of specific interest to us under the mission letters for Commissioner-designate Jourová, within her task to coordinate the work on a European Democracy Action Plan, with the aim of addressing the threats of external intervention in our European elections.
However, the resolution does seem to overlook the wide and comprehensive approach the Commission has already taken in its strategy to tackle disinformation and other interference, and proposes a number of actions that the Commission has already been promoting since 2018 and which are already part of the September 2018 Electoral package and of the December 2018 Action Plan. These actions are also covered in the tasks set out for Commissioners-designate Jourová and Borell, in particular, in the President-elect’s Political Guidelines. This should be clear from the following section.
Finally, as regards the possible regulation of platforms, we note that the Commission will first make a thorough assessment of the Code of practice. Should the results prove unsatisfactory, the Commission may propose further actions, including actions of a regulatory nature.
6. Response to the requests and overview of the action taken, or intended to be taken, by the Commission:
Paragraph 3 calls on EU institutions and Member States to take important action on this issue, including in the upcoming process of reflection on the future of the EU.
· The 2014-2019 Commission has taken important action so far on the issue of foreign interference in elections, including as set out in the package of measures to secure free and fair elections issued in 2018, and – together with the High Representative – in the Joint Action Plan against disinformation.
· The Commission has expressed the intention to establish a holistic and permanent effort to build the resilience of our democracies in a systemic way by countering manipulative interference. The European Democracy Action Plan will address these threats to democracy. It will look at the need for greater transparency and accountability and finding practical solutions that ensure greater transparency, e.g. in the area of paid political advertising and clearer rules on the financing of European political parties. To effectively counter manipulative interference and to build resilience, a comprehensive approach is needed, involving governments, political parties, journalists, fact checkers, researchers, educators and civil society at large, as well as industry and the online platforms.
Paragraph 6 calls on the Commission and the Council to put in place an effective and detailed strategy to counteract Russian disinformation.
· The High Representative has been at the forefront of efforts to tackle disinformation with its activities to detect, analyse and expose disinformation campaigns in the EU's Eastern Neighbourhood as mandated by the European Council in 2015. Since the adoption of the Action Plan against Disinformation, the High Representative has significantly stepped up its role and activities and expanded the scope of this work. With the support of the European Parliament, the High Representative was able to strengthen the three existing Task Forces (East Stratcom Task Force; Western Balkans Task Force; Task Force South) both in terms of staffing and available budget. The High Representative has also created a team dealing with more horizontal issues, including the Rapid Alert System, digital policy and data analysis capacity.
· The Commission considers that disinformation campaigns are often part of hybrid challenges, involving cyber-attacks, targeting not only the EU Member States but also the EU partners in the neighbourhood. This could include working very closely on these issues with the European Parliament and the Commission, in particular the Executive Vice-President for a Europe fit for the Digital Age, the Vice-President for Values and Transparency and the Commissioner for Internal Market.
Paragraph 13 calls on all actors involved to continue with their efforts to ensure that the democratic process, as well as elections, are protected from foreign state and non-state interference and manipulation; points in particular to the need to improve media literacy and civic education.
· The Commission has expressed the intention to make a priority that Europe gets up to speed on digital skills for both young people and adults by updating the Digital Education Action Plan. This could include rethinking education by using the potential the internet provides to make learning material available to all, for example by the increased use of massive open online courses. Digital literacy has to be a foundation for everyone.
· The Commission has declared that it has to focus on long-term measures, in particular the education on media and digital literacy, starting with young people. The Commission also has to engage with seniors. Capacities and research to detect the threats as they emerge are necessary, including at Member State level. Empowering society is also essential to better understand the scale of the danger, and help people protect themselves by raising awareness and improving education, especially in digital literacy. A comprehensive approach would be applied, involving governments, political parties, platforms, journalists, researchers, educators and civil society, in close dialogue with the European Parliament.
Media pluralism is an essential pillar of our European democratic system. The Commission has expressed the intention to use the Media Pluralism Monitor to identify risks to plurality in the media sector and propose cross-border projects to support independent and diverse journalism.
· The Commission has expressed the intention to further improve raising awareness and empowering European citizens. This could include supporting quality journalism and independent media, building media literacy programmes, cross-border cooperation between media professionals, and media self-regulatory bodies.
In paragraph 16 it calls for national and European funding to strengthen the capabilities for countering the strategic communication of hostile third parties 
· Media pluralism is an essential part of our democratic system. The President-elect has indicated that the Media Pluralism Monitor should be used to identify risks to plurality in the media sector, and proposes cross-border projects to support independent and diverse journalistic activities.
· The Commission has expressed the intention to work intensively on the proper designing of the funding programme, in the first year of her mandate, which is under the Creative Europe programme and is intended to support independent journalism. This could include making most of the EUR 61 million that are available for seven years, and to come up with systematic measures which will cover all the Member States to protect better – not only in situations when systems in the Member States are endangering journalists, but also individual threats to individual journalists. Therefore, the Commission will look at the best possible use of this funding.
· The Commission wants to highlight that Strategic Communication, no matter who employs it, is a legitimate tool. What needs to be addressed, however, is disinformation and the aim to undermine our democracies.
· The Commission has indicated that much should be invested to face disinformation, in particular in Strategic Communication as such, the RapidAlert System. But developing efficient and comprehensive responses is a challenging and expensive task that makes more investment necessary.
In paragraph 21, it calls for an upgrade of the EU East StratCom Task Force to a permanent structure within the European External Action Service.
· The High Representative has been at the forefront of efforts to tackle disinformation with its activities to expose disinformation campaigns in the EU's Eastern Neighbourhood as mandated by the European Council in 2015. With the support of the European Parliament, the High Representative was able to strengthen the three existing Task Forces (East Stratcom Task Force; Western Balkans Task Force; Task Force South) both in terms of staffing and available budget.
Paragraph 23 calls on the Commission to classify electoral equipment as critical infrastructure.
· The Commission has stated its aim to do more to protect European networks and digital cyberspace against hacking, and a lot still has to be done. The architecture is built: the European Union Agency for Cybersecurity (ENISA) is coordinating the action of the Member States bodies focusing on cybersecurity. The network is working very well but more capacity is needed in most of the Member States. Legislation is in place, i.e. the Directive on security of network and information systems (NIS Directive), which should be reviewed in 2021. Currently, the NIS Directive protects critical essential infrastructure. Political parties are not protected by that and this aspect could be looked at when reviewing the directive.
Paragraph 24 points out that by reason of the complexity of the risks posed by online electoral interference and disinformation campaigns, the detection and management of these risks requires cross-sectoral cooperation involving the competent authorities and stakeholders.
· The Commission investments under the Connecting Europe Facility programme to build a new European Digital Media Observatory will support the creation of a multidisciplinary community composed by relevant stakeholders (e.g. researchers) focused on tackling the issue of disinformation. The Observatory will advance the development of an EU market of fact-checking services, increase the scientific knowledge available on online disinformation and support public authorities in charge of monitoring digital media and developing new policies.
· The Commission will consider additional measures to improve transparency of online platforms and ensure privacy-compliant access to public interest data.
· The European External Action Service also continues to increase its efforts in terms of the Rapid Alert System to ensure cooperation between EU Institutions and Member States on the one hand, but also guarantee connections to relevant international partners such as the G7 Rapid Response Mechanism.
· The Commission has made investments through a Horizon 2020 programme aimed at supporting content verification and network analysis technologies, as well as to pilot new social network architectures and business models that would be less prone to the spread of disinformation.
Paragraph 26 calls on the Commission to continue its monitoring of the impact of foreign interference across Europe and to fulfil the commitment to ‘address the threats of external intervention in our European elections’.
· The Commission has indicated that the work on a European Democracy Action Plan should address, among others, the threats of external interference in our European elections. The considerations include legislative proposals to ensure greater transparency in paid political advertising and enhanced rules on the financing of European political parties. The Commission has expressed the intention to make the European Union more democratic, more transparent and more resilient against new threats to its democratic societies and to individuals’ fundamental rights. It will make use of the Media Pluralism Monitor should to identify risks to plurality in the media sector, and proposes cross-border projects to support independent and diverse journalistic activities. The Commission would continue to support Member States’ efforts in this field, including in the framework of the recently established European cooperation network on elections. More concretely, this could include building on the 2018 elections package and the Action Plan against Disinformation in a number of areas. It can improve in terms of detecting, analysing and exposing disinformation and other manipulations of European democratic processes, wherever they originate and whatever the tactics and actors employed. To this end, the European Digital Media Observatory will increase the capabilities of academic researchers, journalists and civil society to detect, analyse and expose disinformation threats.
· It would go hand in hand with wider efforts on cybersecurity and resilience against hybrid threats. Intra-EU cooperation is being enhanced through mechanisms such as the Rapid Alert System and national and European cooperation networks on elections. The EU could improve the effectiveness of communication on disinformation incidents, as well as raising public awareness more generally. This could also include drawing on resources from different departments of the Commission and the High Representative to work closely together to achieve greater synergy and a coherent approach.
Paragraph 27 calls on the next Vice-President of the Commission and High Representative of the Union for Foreign Affairs and Security Policy to make the fight against disinformation a central foreign policy objective.
· The Commission has underlined that disinformation campaigns are often part of hybrid challenges, involving cyber-attacks, targeting not only EU Member States but also EU partners in the neighbourhood. This could include working very closely on these issues with the European Parliament and the Commission, in particular the Executive Vice-President for a Europe fit for the Digital Age, the Vice-President for Values and Transparency and the Commissioner for Internal Market. Future efforts will also have to build on close cooperation with international partners, in particular with the Group of Seven (G7) and the North Atlantic Treaty Organisation (NATO).
Paragraph 28 calls on the Commission to evaluate possible legislative and non-legislative actions which can result in intervention by social media platforms with the aim of systematically labelling content shared by bots, reviewing algorithms in order to make them as unbiased as possible, and closing down accounts of persons engaging in illegal activities aimed at the disruption of democratic processes or at instigating hate speech, while not compromising on freedom of expression.
· The work on building the resilience of EU democratic systems is also intended to include focusing on countering disinformation and fake information, while preserving freedom of expression, freedom of the press and media pluralism. The Commission will closely monitor the implementation of the Code of Practice, which has specific commitments to combat the misuse of bots and fake accounts and to ensure that automatically ranked distribution channels prioritize relevant authentic and authoritative information. The Commission stand ready to propose regulatory intervention if necessary.
· Moreover, The Commission has expressed the intention to put forward legislation for a coordinated European approach on the human and ethical implications of Artificial Intelligence, her first 100 days in office.
· The Commission has further stated that, on humanity, rules are necessary to make sure that artificial intelligence is used ethically, to support human decision-making and not to undermine it.
· Digital platforms are agents of progress for people, societies and economies, but they can also be exploited to destabilise European democracies. The Commission has expressed the intention to address issues such as access and use of data and the necessity for the EU to having the right capabilities to assess the threats for society. As protecting European democracy is the Commission’s goal, respect for freedom of speech and fundamental rights and values must remain its cornerstones.
Paragraph 29 calls on the Commission and the Member States to support public institutions, think-tanks, non-governmental organisations (NGOs), and grassroots cyber activists that are working on issues of propaganda and disinformation.
· To effectively counter disinformation and to build resilience, a comprehensive approach is needed, involving governments, political parties, journalists, fact checkers, researchers, educators and civil society at large, as well as industry and the online platforms.
· The Commission has stressed that empowering society is necessary to better understand the scale of the danger, and help people protect themselves by raising awareness and improving education, especially in digital literacy.
· The Commission has declared that countering disinformation and making European societies more resilient to foreign interference and manipulation is a common priority for EU institutions and Member States. This can be achieved only in a whole-of-society approach: in a coordinated effort of governments, civil society, researchers, private sector (including online platforms) and media. At the same time, it is necessary to fully safeguard the principle of freedom of expression. The EU must find the right balance.
· The Commission has also expressed the intention to improve in raising awareness and empowering European citizens. This could be done by supporting quality journalism and independent media, building media literacy programmes, cross-border cooperation between media professionals, and media self-regulatory bodies.
Paragraph 33 calls on the Commission and the Member States to engage in discussions with stakeholders, as well as international partners, including in international fora, with a view to stepping up their actions to counter hybrid threats.
· The Commission has expressed the intention to bring together different activities and work streams into a single strategy and a coherent approach, combining knowledge and experience of governments as well as non-governmental experts from all parts of the European Union.
· The Commission has expressed the intention to work very closely on these issues with the European Parliament and the Commission, in particular the Executive Vice-President for a Europe fit for the Digital Age, the Vice-President for Values and Transparency and the Commissioner for Internal Market. Future efforts will also have to build on close cooperation with international partners, in particular with the Group of Seven (G7) and the North Atlantic Treaty Organisation (NATO).
· Close cooperation with the G7 Rapid Response Mechanism and the Rapid Alert System has already been implemented and cooperation with NATO is being taken forward.
Paragraph 35 calls on the Commission to address the question of foreign funding of European political parties and foundations without impeding the creation of a European public space going beyond the European Union.
· The European Democracy Action Plan will address these threats to democracy. It will look at the need for greater transparency and accountability and finding practical solutions that ensure greater transparency in the area of paid political advertising and clearer rules on the financing of European political parties.
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