Follow up to the European Parliament non-legislative resolution on 
strengthening media freedom: the protection of journalists in Europe, 
hate speech, disinformation and the role of platforms
1. Rapporteur: Magdalena ADAMOWICZ (EPP / PL)
2. [bookmark: _GoBack]Reference numbers: 2020/2009 (INI) / A9-0205/2020 / P9_TA-PROV(2020)0320
3. Date of adoption of the resolution: 25 November 2020
4. Competent Parliamentary Committee: Committee on Civil Liberties, Justice and Home Affairs (LIBE)
5. Brief analysis/assessment of the resolution and requests made in it:
The resolution on Media freedom, media pluralism and the protection of journalists in Europe
· Calls on the Commission and the Member States to promote sustainable measures aimed at financing and supporting high-quality and independent journalism;
· Calls on the Commission to treat attempts by Member State governments to damage media freedom and pluralism as constituting a serious and systematic abuse of powers and as going against the fundamental values of the EU as enshrined in Article 2 of the Treaty on the European Union (TEU);
· Calls for the inclusion of country-specific recommendations and effective responses to media freedom and pluralism and assessment of the transparency of ownership and the level of government and private interference in the EU Member States in Commission's Annual Report on the Situation of the Rule of Law;
· Calls for the Commission to aim to introduce standards and benchmarks for media freedom at Union level, as well as incentives for higher convergence between Member States; 
· Calls on the Commission and the Member States to fully support and strengthen the tools already developed for the promotion and protection of the rights and freedoms enshrined in Article 11 of the EU Charter of Fundamental Rights and Article 10 of the European Convention of Human Rights (ECHR), such as the Media Pluralism Monitor and the Council of Europe Platform for the Protection of Journalism and Safety of Journalists, and to promptly react to possible threats to and violations of these rights and freedoms;
· Urges the Commission to take into account the impact of the emergency measures taken in 2020 in the context of COVID-19 on press freedom, institutional transparency, accountability, media pluralism and safety of journalists, including through an overview of the attacks against journalists across the EU and the responses provided by Member States in this regard;
· Calls on the Commission to collect information and statistics on media freedom and pluralism in all the Member States;
· Calls for an ambitious EU media action plan;
· Calls on the Commission to present a legal framework to supervise the operations of public service media providers, including whether they fulfil the criteria of prudent management and task-based financing and whether their services fulfil expectations for fact-based, fair and ethical journalism;
· Calls on the Member States and the Commission to ensure – in law and in practice – the effective protection and safety of journalists and other media actors as well as of their sources, including in a cross-border context;
· Calls on the Commission and the Member States to ensure that reporting mechanisms are accessible to ensure the protection of journalists, both in terms of preventive measures and by urging effective investigations when violations occur;
· Strongly reiterates its call on the Commission to come forward with a comprehensive proposal for a legislative act aiming to establish minimum standards against strategic lawsuits against public participation (SLAPP) practices across the EU;
· Calls on the Commission to set up an EU hotline as a rapid-response mechanism for journalists requesting protection and to ensure that adequate attention is paid to their situation;
· Calls on the Commission to monitor the implementation at Member State level of existing EU instruments against ownership concentration and illegal State aid to increase diversity in the media landscape; condemns any attempt to monopolise media ownership in the Member States or exert political interference in media management;
· Calls on the Commission to strengthen efforts to ensure that the media proactively publish information about their ownership structures, including their beneficial owners, and that clear rules are put in place to prevent potential conflicts of interest arising in media ownership structures, with a special emphasis on avoiding political interference; condemns governments’ excessive interference in media pluralism through public advertising;
· Calls on the Commission to closely monitor the use of EU funds allocated to supporting free and independent media in order to channel the resources to those in need;
· Calls on the Commission to monitor such national government practices comprehensively and to include the results in its annual reports on the rule of law;
· Calls on the Commission and the Member States to urgently introduce EU and national emergency recovery packages to protect the jobs and livelihoods of journalists and media workers, support companies and fund public service media through the COVID-19 economic recovery plan;
· Reiterates in this context its call for the creation of a permanent European fund for journalists in the framework of the next Multiannual Financial Framework (MFF) (2021‑2027), as redrafted following the COVID-19 crisis, offering direct financial support for independent journalists and media outlets, freelancers and self-employed media workers;
· Reiterates, in this context, its call for an ambitious EU media action plan to support the development of a vibrant and pluralistic media landscape;
· Calls for an ambitious MFF with increased budget allocations for supporting the media and independent journalism, in particular investigative journalism; stresses the importance of innovation in journalism and news media, which could be fostered through EU funding;
· Urges the Commission and the Member States to take active steps to promote gender equality in the media sector so that more women can hold creative and decision-making positions, which would enable the media to contribute to the reduction of gender stereotypes;
· Recalls that online hate speech has become increasingly widespread in recent years, as individuals and disruptive actors use the power of online platforms to spread hateful information. This phenomenon is particularly concerning as regards forms of violent speech and other types of cybercrimes directed towards women. Ultimately, online hate speech and other types of illegal content online undermine our societies and create a risk of physical violence;
· Takes note of the encouraging results achieved with the Code of Conduct on Countering Illegal Hate Speech Online while highlighting the wide margin left for private companies to determine what constitutes illegal hate speech;
· Points out the lack of reporting of hate crimes by victims owing to inadequate safeguards and to the failure of authorities to investigate properly. In this sense, the resolution calls for better cooperation between online platforms and law enforcement authorities;
· While stressing the need for prompt removal of illegal content, it also recalls that such content moderation by online platforms should respect fundamental rights online, especially the freedom of expression and information;
· Calls on the Commission to strengthen the legal framework for tackling hate speech and discrimination, with particular regard to emerging forms of gender based violence;
· Highlights the growing concern of online disinformation and misinformation, which dramatically affects our democracies and electoral processes, and stresses how disinformation and other types of manipulation have grown in the COVID-19 era, which have potentially harmful consequences for public security, health and effective crisis management;
· States that fight against disinformation must include joint action from online platforms and civil society as a whole and highlights that, while some progress has been made, online platforms are still failing to take appropriate responsibility for countering those immediate threats. In particular, calls for the imposition of transparency and data sharing requirements;
· Stresses that any action by online platforms to counteract disinformation must be taken in full respect of freedom of expression and information. In this sense, the resolution highlights the need to ensure regular assessment of the impacts of any such actions by online platforms on fundamental rights. In particular, the resolution mentions that using automated tools in content moderation may endanger freedom of expression and information;
· Notes the role social media have played in spreading disinformation, the use of political profiling, disinformation, and information manipulation in the electoral context, and the threats disinformation poses to freedom of expression, democratic discourse and the independence of media and public health;
· Welcomes the 10 June 2020 Communication on tackling COVID-19 disinformation, the Commission’s initiative for a European Democracy Action Plan, and the launch of the European Digital Media Observatory;
· Calls on the Commission to step up engagement with the platforms to combat various practices, including the automated amplification of disinformation though the use of bots and fake profiles;
· Calls upon the Commission to consider sanctions for platforms that fail to address the spread of disinformation and expects to see this reflected in the European Democracy Action Plan and the Digital Services Act, and considers that the EU Code of Practice on Disinformation could be strengthened through improved monitoring, the provision of data by the platforms, and the expansion of the Code’s commitments, and that a co-regulatory approach could be a way forward;
· Calls on the Commission, in close cooperation with the Member States and civil society, to increase efforts to promote media and information literacy for all citizens, including the elderly and vulnerable groups, as well as for journalists and media actors, and to empower citizens to think critical and identify disinformation;
· Urges the Commission to step up efforts to increase EU funding for media literacy.
6. Response to the requests in the resolution and overview of the action taken, or intended to be taken, by the Commission:
The Commission takes note of the various concerns, calls and proposals expressed in the resolution and responds to them as follows:
As regards the investigations into the murders of Daphne Caruana Galizia in Malta and Ján Kuciak and his fiancée Martina Kušnírová in Slovakia (recital J and paragraph 2, J):
The Commission harshly condemns the murders, which are an attack on free media and are a grave concern to Europe as a whole. Europol is cooperating with Member States and is supporting investigations.
As regards the fight against organised crimes (paragraph 14):
In order to step up the fight against organised crime, the Commission will adopt an Agenda to tackle organised crime beginning of 2021. The Commission will also adopt in 2021 a second rule of law report, following the adoption of the first report in 2020. 
As regards the precarious work condition of journalists (paragraph 3):
The Directive 2019/1152/EU on Transparent and Predictable Working Conditions, one of the key deliverables of the European Pillar of Social Rights, will modernise European labour law and adjust it to the new world of work. It provides completely new material rights targeting in particular on-demand workers. With this new directive, as from 1 August 2022, 200 million workers across Europe will benefit from more transparent and predictable working conditions. It sets limits on some of the most extreme forms of flexibility, like preventing workers from seeking work elsewhere while not guaranteeing any paid hours. Moreover, it sets a right for workers on on-demand contracts to know within which timeslots they can be called to work, and a right to compensation if an employer cancels a work assignment on short notice and measures to prevent abuse of on-demand contracts. It also sets limits on the duration of probation periods and a right for workers with at least six months’ service to request more secure working conditions and to receive a reasoned written reply.
As regards the Annual Report on the Situation of the Rule of Law, including media pluralism and freedom (paragraphs 3, 6, 7, 8, 10, 11, 13, 15, 16, 18, 19, 20, 21 and 23):
Safeguarding media freedom and pluralism and the safety of journalists is one of the priorities of the Commission. As part of the Commission's first annual Rule of Law Report, published on 30 September 2020, the Commission analysed the framework for journalists' protection in all EU Member States, the independence of audiovisual regulatory authorities, media ownership transparency, political independence and state advertising to the media sector in the dedicated pillar on media pluralism and freedom in each country chapter.
The Rule of Law Report has highlighted that physical and online threats to and attacks on journalists are on the rise in the EU. In the European Democracy Action Plan adopted on 3 December 2020, the Commission announced a Recommendation on the Safety of Journalists in 2021. It will aim to tackle further safety issues, including those highlighted in the 2020 Rule of Law report, ensure better implementation by Member States of the standards in the Council of Europe Recommendation, and draw particular attention to threats against women journalists.
In order to prepare the recommendation, the Commission will set up a structured dialogue with Member States and relevant stakeholders and international organisations.
Strategic lawsuits against public participation (SLAPP) are a particular form of abusive lawsuits increasingly used against journalists and others involved in protecting the public interest. While civil society actors can be vulnerable to such initiatives, the nature of journalists’ work makes them particularly exposed. The Commission announced in the European Democracy Action Plan an initiative to protect journalists and civil society against SLAPP. To prepare this work, the Commission is carrying out a mapping study and will be running a technical focus group to gather feedback on the type of legal aid or support that could be envisaged for SLAPP victims. In addition, a new expert group is being established, gathering legal practitioners, journalists, academics, members of civil society and professional organisations, with the aim to bring together expertise, exchange and disseminate best practices on legal support for journalists and other actors confronted with SLAPP cases. Dedicated judicial training should also help judges to know how to identify abusive litigation and use the available tools to address it.
Transparency of media ownership is essential for assessing the plurality of media markets. To improve the understanding and public availability of media ownership information, the Commission will co-finance the new Media Ownership Monitor, a pilot project setting up a publicly available database containing relevant information on media outlets, which the Commission intends to eventually expand to cover all Member States. The European Democracy Action Plan foresees that on this basis further possible guidance on the transparency of media ownership could be developed.
To foster media pluralism and to support journalists, the Commission is currently financing projects that defend journalists and media freedom by providing legal and practical support to journalists under threat, monitor violations to media pluralism and freedom, analyse trends and conduct awareness raising campaigns. Ten projects are ongoing.
The Media Pluralism Monitor, co-funded by the EU, clearly shows that no EU country is free from risk to media pluralism. The results of the 2020 exercise - which for the first time included an analysis of the impact of digital on media pluralism and media freedom - were published over the summer and provided a main source of information for the rule of law report.
The cross-sectoral strand of the Creative Europe programme 2021-2027 will ensure a stable financing of projects in the field of media freedom, pluralism and media literacy.
The Commission Communication on the application of State aid rules to public service broadcasting of 2009 provides a well-established framework for stable and sufficient funding of public service broadcasters by Member States. In its dialogue with Member States on financing models, the Commission advocates models, which ensure a stable revenue stream over a longer period, in order to make public service broadcasters not dependent on annual budgetary decisions of governments. The Broadcasting Communication requires Member States to establish a system that allows close supervision that public service broadcasters fulfil their public service mission and that their expenditure is strictly linked to that mission. Furthermore, the public service mission should be designed in a way that the entrusted media indeed contribute to media pluralism and the democratic needs of the society.
The Commission acts upon illegal State aid when such aid comes to its knowledge. The Commission can prohibit illegal State aid and order its recovery if relevant measures qualify as aid and cannot be found compatible with the EU Treaty’s State aid provision.
Existing State aid rules clarify the conditions under which public support may be granted by Member States. In order to facilitate support from national authorities, the Council has invited the Commission to evaluate the application of State aid rules to the press sector. The Commission is assessing the need for appropriate action. The Temporary State aid Framework also applies to sector specific measures, such as aid to the press, music, and audiovisual sectors.
As regards the European Democracy Action Plan and the Media and Audiovisual Action (paragraphs 39 and 42):
The European Democracy Action Plan focuses on three main pillars: threats to elections integrity and particularly political interference over media; strengthening media freedom and pluralism, including threats to safety of journalists; and tackling disinformation. Building on the COVID-19 pandemic experience, the Action Plan announces concrete actions to respond to these threats and protect EU values internally and promote them internationally.
The Commission also presented a Media and Audiovisual Action Plan which aims to further support the twin digital and green transition and competitiveness of media and to stimulate access to content with a view to strengthen the competitiveness, diversity and pluralism of the sector.
The Media and Audiovisual Action Plan is structured along 3 action areas: (i) Supporting the recovery of the industry, compensating for revenue losses and providing liquidity, (ii) Providing transformative investments to help industry face the twin green and digital transitions , building a resilient industry and setting the conditions to foster innovation in the sector, whilst ensuring a true level-playing field, and (iii) Empowering citizens to access content more easily and make informed decisions.
Specifically with regard to news media, under the Media and Audiovisual Action Plan, the Commission will launch a ‘NEWS’ initiative to bundle actions and support to the news media sector. This initiative will look holistically at the challenges faced by the news media industry and provide a coherent response, bringing together different funding instruments under a common banner.
The Commission will facilitate better access to finance by stimulating loans as well as equity finance. 
For news media in search of liquidity, access to loans will be facilitated thanks to the backing of the InvestEU guarantee, building on the experience with the Cultural and Creative Sectors Guarantee Facility and the European Fund for Strategic Investments. For news media requiring investment, the Commission will aim to establish an equity-based pilot through InvestEU that can support inter alia the news media sector in innovative ways, co-investing with funds coming from philanthropists, foundations, and other private partners.
These actions will be complemented by capacity-building services that aim to increase the knowledge of the European news media market among investors as well as media and support investment readiness among European media outlets, in particular local media. This will create dialogue and engagement with potential investors and facilitate investment.
Furthermore, dedicated support will be provided in the form of grants under the cross-sectoral strand of Creative Europe for collaborative news media partnerships. Grants will support the testing of new business models, in particular local media, assisting media in developing their business and editorial standards, promoting collaborative and cross-border journalism, training and mobility of professionals, and sharing of best practices. Networking among the selected projects will be facilitated to maximise impact.
The Commission will engage in regular exchanges with the industry to work towards a news media innovation agenda that can help the sector thrive in the digital economy and society. To this end, the Commission will establish a European News Media Forum to engage with stakeholders, including media regulatory authorities, representatives of journalists, self-regulatory bodies (media/ press councils), civil society, and international organisations.
Finally, as announced in the European Democracy Action Plan, sustainable funding will be provided for projects with a focus on legal and practical assistance to journalists in the EU and elsewhere, including safety and cybersecurity training for journalists.
As regards the Digital Services Act (paragraphs 29-35 and 41-43):
The Commission has just adopted its Digital Services Act legislative proposal, which aims precisely at reinforcing the obligations for digital service providers to counteract illegal content and activities on their services. The rules proposed under the Digital Services Act will harmonise the rules applicable to digital service providers to ensure their users in the EU are kept safe from illegal content and activities when using their services.
The proposal sets out clear and harmonised due diligence obligations for online platforms to address potentially illegal content disseminated by third parties through their intermediation services. The proposal includes an obligation for online platforms to inform the relevant national law enforcement or judicial authorities of information that would point to a serious criminal offence against the life or safety of persons.
Safeguarding fundamental rights has been a crucial consideration for the Commission when designing the new rules of the Digital Services Act legislative proposal. The proposal introduces important safeguards to allow citizens to freely express themselves. The proposed regulation will mitigate risks of unjustified blocking of speech, address the chilling effects on speech, stimulate the freedom to receive information and hold opinions, as well as reinforce users’ redress possibilities.
In particular, the proposed rules impose obligations on providers of online platforms to provide explanatory information to the user and allow users to access provider’s internal complaint mechanism, regardless of whether the content was deemed illegal or against the terms of service of the provider. Moreover, users will have access to an external out-of-court dispute resolution mechanism, in addition to judicial redress. The proposal also introduces new reporting and transparency obligations for online platforms as regards their content moderation, as well as strong oversight by independent public authorities, which aims to increase the public accountability of online platforms.
The Commission is confident that these new rules, once adopted by the co-legislators, will reinforce the protection of citizens against illegal and harmful behaviours and other types of online crimes, including, as pointed out in the resolution, gender-based forms of illegal content.
The Digital Services Act proposal includes also certain obligations specifically for very large platforms, and which are aimed at preventing and addressing systemic risks created by their services. These specific requirements are based on the consideration that very large online platforms play a particular role in shaping public opinion and discourse.
The obligations on very large platforms, where the potential spread of the harm is the most significant, focus on fixing platforms’ vulnerabilities for amplifying harmful behaviours, in particular against vulnerable groups. These include an obligation to assess the risks stemming from the functioning and use made of their services, including their vulnerability to spread illegal content or to intentional manipulation of their service.
Very large online platforms are further required to put in place reasonable, proportionate and effective mitigation measures, tailored to the specific systemic risks identified, for example adapting internal processes or the parameters of their recommender systems. Additionally, the proposal sets out a co-regulatory framework where service providers can work under codes of conduct to address negative impacts regarding the viral spread of illegal content, as well as manipulative and abusive activities. Under the proposed rules, very large platforms must also submit themselves to external, independent audits. The proposal also includes transparency rules and obligations to give users choices in systems with a stake in the amplification of information, such as recommender systems or advertising. The Digital Services Act proposal also foresees the possibility for the national competent authority or the Commission to require access to or reporting of specific data in order to appropriately supervise the compliance of very large online platforms with the above obligations. 
In this connection, the Commission also announced in its European Democracy Action Plan that it would present in 2021 a legislative proposal on the transparency of sponsored political content. The proposal will complement the rules on online advertising set out in the Digital Services Act legislative proposal, with the aim of having dedicated rules in place sufficiently ahead of the May 2024 European Parliament elections. It will target the sponsors of paid content and production/distribution channels, including online platforms, advertisers and political consultancies, clarifying their respective responsibilities and providing legal certainty. It will ensure that relevant fundamental rights and standards are upheld as effectively online as they are offline. The Commission will further assess whether a targeted approach is needed during election periods. 
As regards disinformation and the role of platforms (paragraphs 34-45):
In line with the 2018 Action Plan against Disinformation and the 2020 Joint Communication on COVID-19 disinformation, the Commission has closely monitored the actions taken by platforms under the Code of Practice on Disinformation to counter disinformation on their services.
In the run-up to the May 2019 elections to the European Parliament, the Commission carried out a monthly monitoring programme to ensure that the Code’s commitments relating to electoral integrity were being implemented.
In September 2019, the Commission published an Assessment of the Code’s overall effectiveness during its first year of operation, outlining the Code’s achievements and identifying shortcomings and areas for improvement.
Since July 2020, the Commission has been monitoring the efforts of the Code’s signatories to counter COVID-19 disinformation on their services from the inception of the COVID crisis to date.
The European Democracy Action Plan lays out the next steps regarding the fight against disinformation. This includes targeted action to strengthen the Code of Practice on Disinformation. The Commission will issue guidance during the second quarter of 2021 on how platforms should step up measures to address disinformation. This includes measures inter alia to support adequate visibility of reliable information of public interest and a plurality of views, to reduce the monetization of disinformation, and to limit the artificial amplification of disinformation campaigns. The guidance will also set out a new methodological framework for monitoring the impact of disinformation and the effectiveness of policies, including the provision of timely information on policies as well as access to platform data. Subsequently, the Commission will call upon the Code’s signatories to strengthen the Code, in line with the guidance.
The Commission’s Digital Services Act legislative proposal is a comprehensive horizontal framework for regulatory oversight, accountability and transparency of intermediary service providers. Once adopted, the regulation will also provide a co-regulatory backstop for monitoring and enforcing the strengthened Code of Practice.
As regards Media Literacy (paragraphs 46-51)
The Commission will increase its efforts to strengthen media literacy and further support national media literacy campaigns, in cooperation with the European Digital Media Observatory (EDMO) and the Media Literacy Expert Group. The revised Audiovisual Media Services Directive requires Member States to promote the development of media literacy skills. It also obliges video-sharing platforms to set up effective media literacy tools and raise user awareness. These are further developed under the Media and Audiovisual Action Plan.
The Commission will support media literacy projects under the new cross-sectoral strand of the Creative Europe programme. Media literacy projects will also be supported across various other programmes involving young people and schools (e.g. Erasmus+ and the European Solidarity Corps). In 2021, the priority theme for the ‘etwinning’ action will be ‘media literacy and disinformation’. EDMO will provide support to national media literacy campaigns, and though its national hubs, the EDMO will identify specific issues to be tackled. The Commission will also scale up its efforts within the next edition of the European media literacy week. It will also cooperate closely with international organisations such as UNESCO.
In addition, the Commission will work on developing common guidelines for teachers and educational staff to foster digital literacy and tackle disinformation through education and training, as set out in the Digital Education Action Plan. The Commission will also support the involvement of journalists in media literacy activities, in particular through ‘back-to-school’ initiatives.
