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1. Rapporteur: Sabine VERHEYEN (EPP / DE)
2. Reference numbers: 2020/2017 (INI) / A9-0127/2021 / P9_TA-PROV(2021)0238
3. Date of adoption of the resolution: 19 May 2021
4. Competent Parliamentary Committee: Committee on Culture and Education (CULT)
5. Brief analysis/ assessment of the resolution and requests made in it:
The resolution presents the position of the European Parliament on artificial intelligence (AI) in education, culture and the audiovisual sector. The Parliament asserts that the approach to AI and its related technologies must be human-centered and anchored in human rights and ethics. Highlighting the multitude of beneficial uses of AI and related technologies in education, culture and the audiovisual sector, the Parliament also stresses that these areas are sensitive, as they have the potential to impact on the cornerstones of the fundamental rights and values of our society. Underlining the need to systematically address the social, ethical and legal issues raised by the development, deployment and use of AI, the Parliament calls on the Commission to put forward comprehensive rules to regulate AI applications on a horizontal basis and to supplement them with sector-specific rules.
With regard to the education sector, the Parliament asserts the need to train teachers on the use of AI and to ensure that they are able to exercise meaningful human oversight, including to correct decisions taken by AI. Additionally, the Parliament calls on the Commission to include education in the regulatory framework for high-risk AI applications, given the importance of ensuring that education continues to contribute to the public good.
Stressing that AI can support content creation in education, culture and the audiovisual sector, as well as the risks of Intellectual Property rights (IPR) infringements stemming from the use of AI, the resolution emphasises the importance of having an appropriate legal framework at Union level for the protection of IPR in connection with the use of AI. Furthermore, highlighting that the COVID-19 pandemic crisis can be considered as a probation period for the development, deployment and use of digital and AI-related technologies in education and culture, the Parliament calls on the Commission to take stock and lessons learnt of those examples when considering a Union approach to the increased use of such technological solutions.
The resolution calls for establishing a clear ethical framework for the use of AI technologies in media to prevent all forms of discrimination and ensure access to culturally and linguistically diverse content, based on accountable, transparent and inclusive algorithms. The resolution underlines the need for AI systems to be trained using broad and inclusive datasets, to prevent gender, social and cultural biases.
6. Response to the requests and overview of the action taken, or intended to be taken, by the Commission:
General observations 
Welcoming the Parliament’s call on the Commission to put forward a horizontal set of provisions regulating Artificial Intelligence (AI) applications (paragraphs 23 and 43), the Commission notes that the legislative proposal for an Artificial Intelligence Act[footnoteRef:1] (hereinafter AI Act) lays down harmonised and comprehensive rules for the secure and trustworthy development, deployment and use of AI systems in the Union. The proposal follows a horizontal, proportionate and risk-based regulatory approach to address the risks for fundamental rights and safety linked to certain uses of AI, without unduly constraining or hindering technological development and in full consistency with existing Union legislation applicable to sectors where high-risk AI systems are already used or likely to be used in the near future. ‘High-risk’ AI systems will have to comply with a set of horizontal mandatory requirements for trustworthy AI and follow conformity assessment procedures before they can be placed on the Union market. Notably, the proposal provides for a single future-proof definition of AI while being complemented by a list of specific techniques and approaches used for its development, such as machine learning. Where necessary, the proposal will be integrated into the existing sectoral safety legislation to ensure consistency, avoid duplications and minimise additional burdens. Additionally, in the legislative proposal for a Digital Services Act[footnoteRef:2] the Commission has proposed rules applicable to certain automated systems used by online platforms, for example in content moderation, recommender systems or online advertising. [1:  	COM(2021) 206 final]  [2:  	COM(2020) 825 final] 

The AI Act proposal lists a number of areas and concrete applications where the use of AI systems would be considered high-risk. Agreeing with the Parliament’s position that the use of AI-based automated decisions taken within the framework of prerogatives of public power should be subject to regulatory scrutiny (paragraph 17), the Commission has listed as high-risk a number of applications of AI systems in the areas of law enforcement, migration, asylum and border control management, and administration of justice and democratic processes, employment, education and vocational training, and management of critical infrastructure. AI systems intended to be used by or on behalf of public authorities in the context of determining individuals’ rights related to public assistance benefits and services would also be considered as high-risk. This also applies to any AI system intended to be used for the remote biometric identification of natural persons (Annex III of the AI Act proposal), taking into account also the risks arising from the use of this technology on educational and cultural premises. In order to keep the framework future-proof and adaptive to fast technological and market developments, the Commission’s proposal also provides for the possibility to classify as high-risk other AI use cases within the above-mentioned broad areas should there be sufficient evidence that similarly significant risks exist.
Furthermore the proposal prohibits certain AI practices that are considered contrary to European values and fundamental rights. This concerns in particular the use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement, unless certain limited exceptions apply. Moreover, the Commission believes that the placing on the market, putting into service or use of AI systems by public authorities for the purpose of social scoring should not be permitted (Article 5). Concerning the use of biometric identification systems in the context of education and culture (paragraph 45), the Commission recalls that Article 9 of the General Data Protection Regulation (GDPR) prohibits in principle the processing of biometric data for the purpose of unique identification, unless in specific situations and with appropriate safeguards.
Welcoming the Parliament’s call to include education in the regulatory framework for high-risk AI applications (paragraph 12) and provide for adequate safeguards and a human-centred approach (paragraph 43), the Commission informs that education and vocational training forms part of the areas in which the use of AI systems is classified as high-risk in the Commission’s proposal. In particular, the Commission considers as high-risk the use of AI systems for the purpose of: (i) determining access or assigning individuals to educational and vocational training institutions; (ii) assessing students in educational and vocational training institutions as well as participants in tests required for admission to educational institutions (Annex III, point 3). However, further uses of AI systems in the area may be categorised as high-risk in the future based on clear and predictable criteria for assessing the level of risk of adverse impact on fundamental rights of natural persons (Article 7).
As noted by the Parliament, it is crucial to ensure that the application of AI systems for taking automated individual decisions – or any other high-risk application of AI for that matter – is transparent and explainable when the intended purpose of the use of the AI system may pose significant risks to the health and safety or fundamental rights of persons. Such AI systems should also be designed and developed in such a way that natural persons can oversee their functioning (paragraph 17). Moreover, they should be resilient to cyberattacks (paragraph 28). The Commission underlines that the mandatory requirements for high-risk AI systems envisaged in the AI Act proposal implement these considerations so as to effectively mitigate the risks for health, safety and fundamental rights, as applicable in the light of the intended purpose of the system. Concerning transparency, the legislative proposal demands that high-risk AI systems be accompanied by relevant documentation and instructions of use and include concise and clear information, including in relation to possible risks to fundamental rights and discrimination, where appropriate. The availability of appropriate documentation would notably be key in ex post investigations carried out by national competent authorities. Furthermore, high-risk AI systems should be designed in a way that ensures that users are able to interpret the system output and use it appropriately (Article 13). With respect to human oversight, Article 14 of the AI Act proposal ensures that the necessary measures are in place so that natural persons can oversee the functioning of high-risk AI systems and are able to intervene on their operations. Moreover, Article 15 of the proposal specifies that high-risk AI systems must meet an appropriate level of accuracy, robustness and cybersecurity in accordance with the generally acknowledged state of the art, and perform consistently in those respects throughout their lifecycle.
The Commission also fully agrees that AI and related technologies must not be used in a way that would be discriminatory in any form and that it is therefore necessary to undertake measures for the implementation of de-biasing strategies for data and algorithms, where relevant (paragraph 7). The proposed mandatory requirements for high-risk AI systems aim to ensure that bias is not embedded in the AI system and its use respects the principles of equality and non-discrimination. AI systems must be technically robust to guarantee that the technology is fit for purpose and results are not affecting protected groups (e.g. racial or ethnic origin, sex, age etc.) in a discriminatory way. Data-driven AI systems should also be trained and tested with sufficiently representative and relevant datasets to minimise the risk of discrimination and there should be appropriate bias detection, correction and other mitigating measures implemented before the system is placed on the market and during its use. In accordance with the call for the data used and produced by AI applications in education to be of high quality (paragraph 43), is the Commission’s proposal envisaged that training, validation and testing data sets for high-risk AI systems should also be free of errors and complete, and subject to appropriate data governance and management practices. In the proposal, users of high-risk AI systems will, moreover, be obliged to use input data that is relevant in view of the intended purpose of the AI system, to the extend they exercise control over the input data in question. High-risk AI systems should also be designed and developed in such a way that they meet an appropriate level of accuracy, robustness and cybersecurity in accordance with the generally acknowledged state of the art. The Commission also agrees with the Parliament on the need of having more high quality data shared in the EU, also in the education sector. Interoperable infrastructures are also key to allow the data to flow and be used by different stakeholders to benefit the EU economy and society. The legislative and funding actions the Commission is implementing as follow up to the European Strategy for Data (February 2020) aim at increasing trust in data sharing by providing European consumers and businesses an harmonised governance framework for data sharing and more control over the data they contribute to generate. Furthermore, in the Digital Education Action Plan, the Commission fleshes out how to, together with Member States and stakeholders, work to ensure high-quality, inclusive and accessible digital education in Europe.
To ensure compliance with these requirements, the AI Act also proposes that appropriate obligations are imposed on providers of high-risk AI systems, including the establishment of a sound quality management system, ex ante conformity assessment procedures and a robust post-market monitoring system by the provider. The requirements are expected in particular to be operationalised through harmonised technical standards that will help operators to ensure compliance in line with the latest state of the art and good practices.
Concerning targeted advertising (paragraph 18), the Commission’s proposals for the Digital Services Act and the Digital Markets Act[footnoteRef:3] include several measures directly or indirectly applicable to targeted advertising, which complement the enforcement of existing rules, not least the General Data Protection Regulation[footnoteRef:4]. Notably, the proposed Digital Markets Act prohibits the combination of personal data across services by gatekeeper platforms in the absence of the user’s consent, including for online advertising. [3:  	COM(2020) 842 final]  [4:  	Regulation (EU) 2016/679] 

[bookmark: _GoBack]Concerning the calls to take account of the role played by data and algorithms in the concentration of market power (paragraph 21), the Commission informs that it pays close attention to the interaction of data and competition policy in its merger enforcement, as evidenced for example by the Google/Fitbit, Apple/Shazam and Microsoft/LinkedIn merger decisions. The Commission has integrated data into its competition analysis by taking data protection into account as an element of quality, where evidence shows that a sufficiently large group of consumers view data protection as an aspect of the quality of a product, and by checking whether a proposed merger allowing the merging parties to accumulate large amounts of users’ personal data provides them an insurmountable advantage (for example in terms of additional commercial insights) leading to foreclosure of competitors. In the context of digitalisation and application of machine learning and other data technologies in several industries, the Commission has more and more often assessed whether the combination of datasets under the ownership of one player may have a foreclosing effect to the detriment of competitors of the merging parties. The Commission remains vigilant in this emerging and fast-developing area and will take enforcement action if needed.
Furthermore, in antitrust, the Commission recognises that data and algorithms can play an important role in the definition of dominance. In the Google Shopping case, for example, the Commission considered Google’s established position in general search as amounting to a dominant position, in virtue of amongst other factors its access to a very large amount of search query data. Going forward, the Commission will continue to take these elements into account in the context of its antitrust investigations.
The Commission agrees that for the effective enforcement of the regulatory framework it is necessary to provide for appropriate penalties in cases of infringements (paragraph 17). The Commission has therefore proposed that Member States should lay down rules on effective, proportionate and dissuasive penalties for infringements of the AI regulation, taking into account the interests and economic viability of small-scale providers and start-ups. Accordingly, Member States should also notify these rules to the Commission and take all measures necessary to ensure that the rules on penalties are properly and effectively implemented. For certain specific infringements, Member States should take into account the margins and criteria set out in Article 71 of the legislative proposal. Concerning Union institutions, agencies and bodies falling within the scope of the proposed AI Regulation, it is envisaged that the European Data Protection Supervisor should have the power to impose fines. Last but not least, the Commission may prepare guidance documents, including guidelines concerning the setting of administrative fines.
With regard to the right of appeal and redress and access to remedies (paragraph 17), the Commission notes that the requirements under the AI proposal will complement existing legislation, for instance the General Data Protection Regulation and consumer protection law, by demanding compliance of AI systems posing high risks to fundamental rights with requirements for trustworthy AI before such systems can be placed on the market. While the proposal does not establish new rights and remedies for affected individuals, the objective is that the documentation and the logs produced by those systems can be accessed by competent authorities responsible for the fundamental rights legislation and facilitate the effective enforcement of already existing rights and remedies (Article 64). It should also be noted that the Commission is currently analysing the various options to best achieve the objectives set in the White Paper with respect to the liability aspects of AI. In that context the Commission will shortly launch a public consultation on the harmonisation of national liability laws for AI and on the revision of the Product Liability Directive[footnoteRef:5]. The AI horizontal framework and the liability framework will complement each other: while the requirements of the horizontal framework mainly aim to protect against risks to fundamental rights and safety, effective liability rules primarily take care of damage caused by AI, ensuring compensation should the risks materialise. [5:  	Directive 85/374/EEC] 

Concerning the need to take into account gender aspects when developing AI policy and legislation (paragraph 8), through the set of requirements for trustworthy AI and the proportionate obligations on all value chain participants, the proposed AI Act will enhance and promote the protection of the rights protected by the Charter of Fundamental Rights of the European Union, including on non-discrimination and on equality between women and men. It complements existing Union law with specific requirements that aim to minimise the risk of algorithmic discrimination, in particular in relation to the design and the quality of data sets used for the development of AI systems complemented with obligations for testing, risk management, documentation and human oversight throughout the AI systems’ lifecycle. It should also be noted that the proposal builds upon the Ethics Guidelines for Trustworthy AI prepared by the Commission’s High-Level Expert Group on Artificial Intelligence. While the requirements and the corresponding obligations under the proposed AI Act apply with respect to high-risk AI systems in accordance with the adopted risk-based approach, the ethical guidelines can be used on a voluntary basis also by providers of AI systems not covered by the proposed legislation such as, for instance, systems used for research. In addition, it is proposed that voluntary codes of conduct may be developed with the purpose of committing to the mandatory requirements also with respect to low-risk AI systems. Such codes of conduct could also include additional requirements related, for instance, to diversity and gender balance of teams developing AI systems.
Welcoming the Parliament’s call in paragraph 13, the Commission notes that, in addition to the guidelines and training programme for researchers and students referred to when discussing paragraph 30 below, multidisciplinarity research and gender dimensions are prominent in all the AI and robotics topics under the Horizon Europe programme. There is also a specific call for Research and Innovation which focuses on ‘Tackling gender, race and other biases in AI’. In addition, “Widespread education and outreach programmes including public awareness and addressing acceptability and trustworthiness” are part of another call for proposals under Horizon Europe.
Regarding the need for investments in research and innovation on the development, deployment and use of AI and its applications in education, culture and the audio-visual sector (paragraph 24), the Commission will support research and innovation on the development of the use of AI, its applications and other advance education technologies under Cluster 2, “Culture, Creativity & Inclusive Society”, of the Horizon Europe programme. Concerning the audio-visual sector, the Commission supports the AI4media project - a network of excellence centres boosting excellence in the development of AI for the media industry. Moreover, a call in Horizon Europe is planned on AI for combating disinformation.
Concerning the necessity to focus on developing digital and AI related knowledge and infrastructure in a consistent way across the Union in order to reduce the digital divide (paragraph 25), the Commission notes that a number of relevant measures are indicated in Section 8 of the Coordinated Plan on AI[footnoteRef:6], whose implementation is either undergoing or envisioned in the near future. The Commission also takes measures to support the development of the technological systems and the next-generation of data processing infrastructures as a key for enabling the use of data for AI. More information can be found in Section 3 of the Coordinated Plan on AI. [6:  	COM(2021) 205 final] 

With regard to the calls of the Parliament in relation to the procurement and deployment of AI and related technologies in the public sector (paragraph 26), the Commission refers to Section 14 of the Coordinated Plan on AI, which focuses on measures to support the uptake of AI technologies in the public sector, including the development of the Adopt AI programme to support public procurement of AI systems and help to transform public procurement processes themselves. The section outlines specific action that the Commission is committed to undertake in the future, including in cooperation with Member States.
Regarding the Parliament’s call on the Commission expressed in paragraph 29, the Commission informs that it has been working intensively over the last years to support the digital transition in education and culture to make sure that everyone in Europe, including children, can benefit from digital technologies. Through research programmes such as Horizon 2020, many different projects were co-funded in different areas, such as the support of EdTech start-ups and small and medium sized enterprises (SMEs) or the development of whole-school approaches to ICT deployment and the mainstreaming of innovative practice involving ICT in schools across Europe. Given the crucial importance to take stock of best practice examples, the Commission also co-funded the Horizon 2020 project Del4All with the aim to consolidate digital enhanced learning projects into a cohesive, dynamic, participatory and sustainable ecosystem by analysing best-practice and success stories in order to stimulate collaboration among all key players in an inclusive and impactful way. The Commission aims to continue these efforts to take stock of best practice examples with the intention to fund a coordination and support action under the Digital Europe programme with the aim to promote European excellence in educational innovation by mainly supporting EdTech start-ups/ SMEs. One of the project goals would be to exchange best practices, analyse successful applications of digital technologies and potential market uptake, explore lessons learned during and after the COVID-19 crisis.
In addition, in the framework of Action 10 (‘Artificial Intelligence & Analytics’) of the 2018 Digital Education Action Plan, the Commission started exploring the use of AI and learning analytics in education to help predict skills shortages and support education systems to respond to skills needs and trends. As part of this effort, the Commission is supporting the development of two publicly available online services supporting higher education institutions interested in improving their educational programmes.
Education
The Commission acknowledges the importance of strengthening digital skills and achieving a high standard of media, digital and information literacy at Union level, also addressing the gender dimension (paragraphs 9 and 30). Within the framework of the Digital Education Action Plan 2021-2027, Action 6 is dedicated to Artificial Intelligence and Data. Its basic goals are to promote understanding of emerging technologies and their applications in education, to develop ethical guidelines on AI and data usage in teaching and learning for educators and support related research and innovation activities through the Horizon Europe programme. This will build on the Ethics Guidelines for Trustworthy Artificial Intelligence developed by the High-Level Expert group on AI. The ethical guidelines will be developed by an Informal Commission Expert Group that was launched on 8 July 2021. The guidelines, expected for September 2022, will be accompanied by a training programme for researchers and students on the ethical aspects of AI and include a target of 45 % of female participation in the training activities.
In addition, Action 8 of the Digital Education Action Plan, under priority 2, envisages updating the European Digital Competences Framework for Citizens and Educators, to include also AI and data-related competences.  Currently the Commission’s Joint Research Centre is working to have the Framework updated in the first quarter of 2022.
Moreover, Action 10 involves the preparation of a Council Recommendation on improving the provision of digital skills in education and training. The goal is to provide a coherent vision and shared language on providing high quality computing/informatics education to all students across Europe. 
Finally, the Commission has also set up Erasmus+ Teacher Academies as a new action in the Erasmus+ programme. It brings together teacher education providers – both for initial teacher education and for teachers continuing professional development to create a network with other relevant actors related to teacher education. These Academies will work together on common European issues such as digital education and equity and offer teachers with concrete learning opportunities on these matters. The first set of Erasmus+ Teacher Academies will be selected in the second half of this year and the projects will be operational in the beginning of 2022.
On the need for a democratic dialogue with public authorities and stakeholders concerning the development, deployment and use of AI technologies in education systems (paragraph 32), the Commission should launch a strategic dialogue with Member States (Digital Education Action Plan 2021-2027, Action 1) in order to support them in the digital transformation of their education and training systems and prepare a possible proposal for a Council Recommendation on the enabling factors for successful digital education.
Within the framework of the Digital Education Action Plan 2021-2027, Action 6 is dedicated to Artificial Intelligence and Data. Following the need for ethical guidelines for trustworthy AI (paragraph 39) and the need for highly-skilled professionals in this area, its basic goals are to promote understanding of emerging technologies and their applications in education, develop ethical guidelines on AI and data usage in teaching and learning for educators and support related research and innovation activities through Horizon Europe. In order to boost skills development, Action 12 foresees Digital Opportunity Traineeships (DOTs). More higher education students, Vocational Education and Training learners and apprentices, teachers, trainers and educational staff, will have the opportunity to gain advanced skills in their field of study or professional activity. Furthermore, under the Digital Europe programme, the Commission will support measures including the design and implementation of specialised education programmes, modules and short-term training courses in key capacity areas, for professionals in different areas to become proficient in the use of digital technologies. Member States are also encouraged to undertake a number of relevant measures concerning the AI skills dimension (Section 8 of the revised Coordinated Plan on AI).
Action 13 of the Digital Education Action Plan sets out to encourage women’s participation in higher education studies in Science, Technology, Engineering and Mathematics (STEM), including a target of 40,000 young females by the end of 2027, by organising a series of workshops and trainings.
In the framework of Action 10, Artificial Intelligence & Analytics, of the 2018 Digital Education Action Plan, the Commission started exploring the use of AI and learning analytics in education to help to predict skills shortages and support education systems to respond to skills needs and trends. As part of this effort, the Commission is supporting the development of two publicly available online services supporting higher education institutions interested in improving their educational programmes. Both projects should comply with the recently proposed AI Act, thus addressing the need to assess the level of risk of AI deployment in the education sector (paragraph 42) in order to ascertain which AI applications in education are to be included in the regulatory framework for high risk and subject to stricter requirements on safety, transparency, fairness and accountability. Note that the proposed regulatory framework considers certain AI systems used in educational and vocational training as high-risk (see Annex III, point 3 of the proposed AI Act).
In order to tackle concerns over the robust protection and safeguard children's data in the education sector (paragraph 44), Action 6 of the Digital Education Action Plan 2021-2027 will promote understanding of emerging technologies and their applications in education and develop ethical guidelines on AI and data usage in teaching and learning for educators. The ethical guidelines will be developed by an Informal Commission Expert Group, and are expected in September 2022.
More generally when it comes to AI and education and skills, in its Communication on ‘2030 Digital Compass: the European way for the Digital Decade’[footnoteRef:7], the Commission identified a digitally skilled population and highly skilled digital professionals as one of the four ‘cardinal points’ for mapping the EU’s trajectory, as part of a ‘Digital Compass’ to translate the EUʼs digital ambitions for 2030 into concrete targets and to ensure that these objectives are met. The Communication recalls that the European Pillar of Social Rights Action Plan includes the objective to increase the share of adults with basic digital skills to 80 % by 2030, and includes the target to increase the number of employed ICT specialists to 20 million by the same year, with convergence between women and men. [7:  	COM(2021) 118 final] 

In the same Communication, the Commission refers to universal digital education and skills for people to take an active part in society and in democratic processes as a principle that could be included in a possible set of digital principles and rights. The Commission will propose to include such a set of principles and rights in an interinstitutional solemn declaration between the Commission, the European Parliament and the Council. The Commission hopes to achieve decisive progress with the other institutions on such declaration by the end of 2021.
Concerning, the 5G (paragraph 48), and in particular the security and resilience of 5G infrastructure deployment, the Commission’s Cybersecurity Toolbox Communication[footnoteRef:8] of January 2020 refers to a number of strategic and technical measures to be taken into account by Member States when assigning deployment licenses. These measures aim to create a security level-playing field in Europe and are coordinated with Member States through the Network and Information Security Cybersecurity Working Group. At this stage, the setting up of a European certification scheme to ensure compliance is under consideration with the European Union Agency for Cybersecurity (ENISA) support. In a longer-term perspective, the Commission supports the Smart Networks and Service Institutional Partnership under the Horizon Europe programme, which aims at reinforcing EU leadership in communication and service infrastructures, whilst reducing our exposure to non EU-based solutions. [8:  	COM(2020) 50 final.] 

Cultural heritage
The Commission recognises the importance and potential of AI for cultural heritage (paragraph 54) both for facilitating access, and for providing protection of these valuable and irreplaceable resources.
In April 2021, the Commission arranged a focused session on AI-related skills and challenges for cultural heritage at the fourth meeting of the Commission’s Expert Group on Cultural Heritage. This session was coordinated and led by members of the group: the group’s IT expert, Europeana and Interpret Europe. A further information session will cover issues like the idea behind AI and machine/deep learning for cultural heritage, the current and future potential advantages and new capabilities that AI/Machine Learning brings for cultural heritage and creativity; how stakeholders can become able to use/take advantage of AI/Machine Learning tools; and examine some specific platforms/tools for an AI-enabled application.
More broadly, the Commission recognises the importance of making Europe’s culture heritage more widely accessible online to the whole population, including persons with disabilities. The Commission has proposed actions for digital cultural heritage under the Horizon Europe programme (a Cluster 2 call for preserving and enhancing cultural heritage using advanced digital technologies) and under the Digital Europe Programme, which will allow cultural heritage institutions to test and adopt advanced technologies such as AI.
The upcoming revision of the Commission Recommendation on digitisation, online accessibility and digital preservation will encourage the Member States to support the cultural heritage institutions in taking up artificial intelligence and other advanced technologies in order to ensure a more efficient process of digitisation and digital preservation and a higher quality. The revised recommendation will also encourage the Member States to take the necessary measures to assess the digital skills gap in the sector, and set ambitious objectives to upskill and reskill cultural heritage professionals, to be able to fully exploit the opportunities brought by advanced digital technologies.
Cultural and Creative Sectors and Industries (CCSI)
In relation to the policy approach to AI and Culture (paragraph 58) the Commission underlines that culture and cultural diversity, as highlighted for example in the Ethics Guidelines for Trustworthy AI, are important elements of the human centric approach to AI that the Commission strongly promotes both in the European Union and internationally. The Commission stands strong to support the development and deployment of trustworthy AI. The 2021 review of the Coordinated Plan on AI and the proposal for an AI Act, while not specifically addressing culture and creative sectors and industries, should be considered as the first steps to build an ecosystem of trust and promote uptake of human-centric AI. In the framework of the 2021 review of the Coordinated Plan, the Commission has closely worked with the Member States to define priority areas of collaboration on AI policy. The priority areas in the Coordinated Plan are the result of the common agreement between the Commission and Member States. The future reviews of the Coordinated Plan will likely include additional sectors and industries. Furthermore, should AI applications in the area of culture pose high risks with respect to fundamental rights, health or safety in the future, the proposed horizontal regulatory framework would be able to respond in a dynamic manner through updates of the relevant list of high-risk use cases.
In order to better understand the opportunities and challenges of AI and related technologies for the cultural and creative sectors and industries the Commission launched a study that will be completed by the end of 2021. This study is looking into the diverse links between AI and cultural sectors and exploring how AI can be developed in ways that respect Europe’s cultural diversity and ethical values.
Furthermore, on the need to address the potential impact of the development, deployment and use of AI technologies (paragraph 58) and to promote the opportunities offered by the use of AI in the CCSI (paragraph 59), the above-mentioned study should recommend ways in which EU support programmes, including Creative Europe, Horizon Europe and the EU Recovery Plan, can help transform the cultural and creative ecosystem through investing in AI. Among the challenges the study will explore, is the acquisition of up-to-date digital skills. The study is also to examine opportunities for cross-sector collaboration to tackle common challenges. It should also be noted that the Recovery and Resilience Facility, which will make EUR 672.5 billion in loans and grants available to support reforms and investments undertaken by Member States, provides that each national recovery and resilience plan will have to include a minimum of 20 % of expenditure to foster the digital transition. These funds will be dedicated, among others, to building the digital skills and training required to use AI and other digital technologies.
In relation to paragraph 61, the Commission welcomes the support of the European Parliament and recognises the need for in-depth assessments of the interaction between AI and creative sectors. The study mentioned above when discussing paragraph 58 will look into the business opportunities and challenges of AI in creative sectors. It will identify inspiring use cases for all creative sectors and examine the necessary access to finance, skills, technologies and data to deploy AI.
The first part of the study on Copyright and New Technologies mentioned in the resolution is to look into the potential use of new technologies to improve the management of data linked to copyright-protected content by European creative industries, which have an impact on transparency and identification of rights owners. The Commission is pleased to note that the resolution welcomes its work on this study. Furthermore, the European Union Intellectual Property Office is conducting a study on the Impact of Artificial Intelligence on Infringement and Enforcement of Copyright and Design.
Regarding the need to support a democratic debate on AI technologies and the role which art and culture can play in familiarising people with AI and fostering public debate about it (paragraph 64), the Commission refers to the Creative Europe programme support for cooperation projects that are relevant in this regard. For example, the project “European ARTificial Intelligence Lab” aims to bring AI related scientific and technological topics to citizens and art audiences in order to contribute to a critical and reflective society. The project “AI for future” aims at enhancing the understanding and dissemination of AI related technologies for the active and creative participation of young activists to the European cultural scene, allowing them to work with artists for a joint creation of a new urban community awareness. The project “Tele-encounters beyond the human” explores the impact of the Internet, robots, and AI on human relationships, as well as the meaningful integration of these technologies in the arts. Its aim is to consolidate the abilities of artists, culture professionals, technologists, and researchers to engage critically with new media. The project is also meant to open a debate about the future and ethics of human-robot interactions to the larger audience. Another project, “the New Networked Normal” has addressed critical issues through an innovative programme of cultural activities exploring art, technology and citizenship, including themes such as algorithmic citizenship.
Moreover, the Commission concurs on the fact that sectors like music can be a very good example for a debate to raise further awareness and knowledge of the use of AI. It is also a topic that the Commission plans to further study from a cultural diversity perspective, in order to assess whether AI can further contribute to cultural diversity or whether it could actually favour some genres and some artists at the expense of others.
In relation to the need to address the issue of AI-generated content and its challenges to authorship and copyright infringement and challenges in the area of intellectual property rights more broadly (paragraphs 65, 73, 74 and 75), the Commission shares the view of the Parliament that the interplay between AI and copyright is a complex matter that requires in-depth assessment and a balanced, open and evidence-based approach. For example, the study mentioned by paragraph 61 of the resolution on ‘Trends and Developments in Artificial Intelligence – Challenges to the Intellectual Property Rights Framework’[footnoteRef:9] started to look at how the current copyright framework deals with the authorship and ownership of AI outputs. [9:  	https://ec.europa.eu/digital-single-market/en/news/trends-and-developments-artificial-intelligence-challenges-intellectual-property-rights-0] 

The Commission continues assessing the issues posed by the use of AI to the EU intellectual property rights framework. The ongoing study on Copyright and New technologies looks further at the issues related to copyright and the uses of AI in the field of creative industries, like the audio-visual industry, from two angles: the use of copyright-protected content as input to AI technologies and the production of cultural outputs by or with the assistance of AI technologies. In the Commission’s Intellectual Property Action Plan[footnoteRef:10], the Commission said that ‘whilst inventions and creations autonomously created by AI technologies are still mostly a matter for the future, the Commission takes the view that AI systems should not be treated as authors or inventors’. [10:  	COM/2020/760 final] 

Concerning the impact of AI-based control of online streaming services referred to in paragraph 68, it should be noted that the revised Audiovisual Media Services Directive (AVMSD)[footnoteRef:11] contributes to the promotion of production and distribution of European works by establishing the obligations for providers of on-demand audio-visual media services to ensure that their catalogues contain a minimum share of 30 % of European works and that those works are given sufficient prominence. Prominence involves promoting European works through facilitating access to such works. Prominence can be ensured through various means such as a dedicated section for European works that is accessible from the service homepage, the possibility to search for European works in the search tool available as part of that service, the use of European works in campaigns of that service or a minimum percentage of European works promoted from that service's catalogue, for example by using banners or similar tools. Furthermore, Article 7a of the revised AVMSD recognises that Member States may take measures to ensure the appropriate prominence of audio-visual media services of general interest. In order to provide further understanding of this possibility, its implications and any prospective approaches in this area, the Commission has commissioned a study on media plurality and diversity online, the results of which will be available in 2022. [11:  	Directive 2010/13/EU] 

As regards paragraph 76, the topic of interoperability was discussed in the negotiation on the Digital Content Directive (Directive (EU) 2019/770 on certain aspects concerning contracts for the supply of digital content and digital services). The co-legislators decided however not to include a respective provision in the Digital Content Directive as this issue does not concern contract law.
Audiovisual sector
As concerns paragraph 77, where content is disseminated by online platforms, acting as intermediaries, note that the Commission’s proposal for the Digital Services Act includes a comprehensive set of rules, both to empower users when interacting with recommender systems, and to ensure that very large online platforms, with the highest societal impacts in the Union, assess and address the risks stemming from their service, including the design and use of their recommender systems, and with a particular regard for fundamental rights such as non-discrimination. The proposal also includes similar rules on advertising displayed on such online platforms. The Commission stresses the importance of compliance and effective enforcement of the GDPR for automated decision-making based on personal data. The Commission’s reply to paragraph 68 above, is also relevant in this context for the AVMSD.
The Commission is stepping up efforts in the area of audio-visual subtitling referred to in paragraph 81. Through the Preparatory Action ‘Crowdsourcing subtitling to increase the circulation of European works’ the Commission has tested the impact of innovative solutions/processes/models for subtitling. In the new Creative Europe MEDIA programme, subtitling and dubbing are eligible activities and costs. In 2020 the Commission set up the Open Method of Coordination group on multilingualism and translation (which covers, among others, audio-visual works). One of the objectives of this group is to reinforce the translation sector and improve the working conditions and professional opportunities for translators/adaptors. The Commission will further explore how new technologies like AI and automated translation can reinforce subtitling and dubbing of European audio-visual works and enhance the dissemination of, and access to, European audio-visual content.
Regarding the misuse of AI to disseminate online misinformation and disinformation (paragraph 83) and, more generally, the use of AI technologies in media (paragraph 82), the Commission underlines that the proposed AI Act lays down transparency obligations for certain AI systems in Article 52. It is thus required that people are informed when interacting with a machine such as chatbots in social networks, unless this is obvious from the circumstances and the context of use. Individuals should also be notified when exposed to an emotion recognition system or a biometric categorisation system. The proposed AI Act is also relevant in the context of false and manipulated content such as deepfakes (see further down under paragraphs 91 and 92).
Furthermore, concerning AI and media, apart from the points already made above on the AVMSD in particular, note that when media content is distributed through online platforms, the Commission’s proposal for the Digital Services Act includes specific measures for empowering users in making informed choices, as well as obligations on platforms to assess and mitigate certain risks stemming from their recommender systems, for example.
In addition to what is stated above on the new proposal for an AI Act, the Commission is already taking further important steps to counter the spread of disinformation online. The proposed Digital Services Act includes clear rules for tackling systemic risks in this regard. Another key instrument is the self-regulatory Code of Practice on Disinformation, signed by major online platforms active in the EU as well as major trade associations from the European advertising sector. On 26 May 2021, the Commission published a Guidance setting out the Commission’s views on how signatories should strengthen the Code of Practice to become a more powerful instrument in fighting disinformation. Among various measures, the Guidance calls for additional efforts to tackle all current and emerging manipulative techniques, including AI driven ones such as deepfakes. It also calls for specific commitments on algorithmic transparency, in line with the proposed Digital Services Act. Furthermore, the Guidance also calls for AI driven measures to counter disinformation, for instance by giving visibility to reliable information of public interest.
Concerning the points made by the Parliament in paragraph 84, the already mentioned proposal for a Digital Markets Act aims to ensure fair and contestable markets in the digital sector. To this end the proposal lays down a number of obligations and prohibitions applicable to designated gatekeepers, such as data portability obligations relevant for gatekeeper’s’ business and end users or obligations concerning access to performance measuring tools in relation to advertising services provided by gatekeepers to their business users.
Online disinformation: deepfakes
The Commission agrees on the importance to enhance media literacy skills for EU citizens of all ages in the context of disinformation (paragraph 90). As referred to in the recent Guidance on strengthening the Code of Practice on Disinformation, mentioned above, media literacy and user empowerment can contribute significantly to the fight against disinformation. In the context of the Digital Education Action Plan, the Commission has set out a number of initiatives and practical tools to enhance digital literacy in education, including the preparation of a comprehensive set of guidelines to tackle disinformation and enhance digital literacy skills for teachers and educational staff. 
The European Digital Media Observatory (EDMO) and its national hubs will also foster European and national media literacy activities among other activities, increase public awareness, and support media literacy campaigns.
Under the next EU financial framework, funding of media literacy activities will be mainstreamed under the new Creative Europe Programme (2021-2027), following the implementation of the European Parliament preparatory action “Media Literacy for All”. One of the specific aims of Creative Europe is to promote cross-sectoral innovative and collaborative actions as well as diverse, independent and pluralistic media environment and media literacy, thereby fostering freedom of artistic expression, intercultural dialogue and social inclusion. The first call for proposals under the new media literacy scheme should be launched in the second half of 2021 with a budget of EUR 2.4 million. Creative Europe will further guarantee funding of the Commission’s Media Literacy Expert Group, an effective member state forum for the sharing of good practice and awareness raising on European media literacy practice.
Concerning paragraphs 91 and 92, the Commission agrees that while the threat deepfakes pose to political discourse has not yet fully materialized, deepfakes represent the highest concern amongst emerging threats for geopolitical and civil security, and hence they require a robust political, legal and technological preparedness. Malicious actors may try to harness the latest advances in AI and deep learning to manipulate the public debate and electoral processes, which may lead to the destabilisation not just countries but entire regions. Deepfakes harming individuals, spreading panic or in other ways representing a threat to public security are already penalised by national criminal or administrative law. In addition, according to the proposal for an AI Act, users who use an AI system in order to create deepfakes should disclose that the content has been artificially created or manipulated. The labelling of deepfakes will thus help reduce the spread and scale of misinformation. Furthermore, the placing on the market, putting into service or use of certain manipulative AI systems, including in media, are to be prohibited under the proposed AI Act (Article 5). The detection of deepfakes in the context of detecting, preventing, investigating or prosecuting a criminal offence qualifies as a high-risk application due to its high stake in the procedure.
Furthermore, as mentioned above, in the Commission Guidance on Strengthening the Code of Practice on Disinformation, the Commission called on signatories of the Code to commit to tackling all forms of current and emerging techniques of manipulative behaviour on their services, including deepfakes. The Commission will facilitate the drafting of the revised Code and closely monitor its implementation through a rigid monitoring and reporting framework. Combined with the activities of the European Digital Media Observatory (EDMO) and its national hubs, the revised Code will create the conditions to limit AI-powered threats to free and fair elections in the EU. Moreover, through the Horizon Europe programme the Commission will finance research and innovation activities aiming at developing AI-based tools which help professionals and citizens to detect content manipulated through sophisticated techniques.
Furthermore, in the European Democracy Action Plan the Commission recognises need for more transparency in political advertising and communication, and the commercial activities surrounding it. In the online environment, it is often difficult to recognise paid-for political material and distinguish it from other political content, not least because it can often appear as ‘organic’ content shared or created by other users. New techniques used by intermediaries/service providers to target advertising on the basis of users’ personal information enable political adverts to be amplified and tailored to an individual’s or a group’s specific profiles, often without their knowledge. Micro-targeting and behavioural profiling techniques can rely on data improperly obtained, and be misused to direct divisive and polarising narratives. This process makes it much harder to hold politicians to account for the messaging and opens new way for attempts to manipulate the electorate. Other concerns are the concealment and/or misrepresentation of key information such as the origin, intent, sources and funding of political messages.
To address these concerns, in 2021, the Commission will present a legislative proposal on the transparency of sponsored political content. The proposal will complement the rules on online advertising in the proposed Digital Services Act, with the aim to have dedicated rules in place sufficiently ahead of the May 2024 European Parliament elections.
Furthermore, the Commission’s proposal for the Digital Services Act addresses the manipulation of platforms’ services with a significant impact on electoral processes or civil discourse, through obligations on very large online platforms to assess and address such risks, coupled with appropriate user information and public oversight.
In addition, the Commission addresses the detection of deepfakes and image manipulation via certain security research projects under Horizon 2020 as well as via the coming security research call under Horizon Europe. Some national law enforcement agencies have also been intensifying research in this area such as the Netherlands Forensic Institute (NFI), which is investigating deepfake technology and detection tools, together with University of Amsterdam[footnoteRef:12]. [12:  	UvA and NFI to conduct joint research to help detect deepfakes and hidden messages left by criminals - University of Amsterdam] 

The Commission stresses, at the same time, that the so-called deepfake applications are not always harmful and they do not consistently pose societal risks. Where legitimate use and content is disseminated, the Commission does not support measures to limit expression.
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