


[bookmark: AICriminalLaw]Follow-up to the European Parliament non-legislative resolution on artificial intelligence in criminal law and its use by the police and judicial authorities in criminal matters
1.	Rapporteur: Petar VITANOV (S&D / BG)
2.	Reference number: 2020/2016 (INI) / A9-0232/2021 / P9_TA PROV(2021)0405
3.	Date of adoption of the resolution: 6 October 2021
4.	Competent Parliamentary Committee: Committee on Civil liberties, Justice and Home Affairs (LIBE)
5.	Brief analysis/assessment of the resolution and requests made in it: 
The resolution takes a strong position, calling for strong restrictions on law enforcement’s use of Artificial Intelligence (‘AI’) technologies in biometric identification and categorisation for investigative purposes and predictive analysis. It also goes further than the Commission’s proposal with regard to restrictions on automated border controls and security research. The resolution recommends to substantially restrict the possibilities for law enforcement and border authorities to use AI for individual risk assessment, behaviour analysis in public places and the use of automated border controls. The position of the European Parliament in this resolution is similar to the European Data Protection Supervisor (EDPS) opinion on the Commission’s proposal for a regulation laying down Harmonized Rules on Artificial Intelligence (Artificial Intelligence Act) of 21 April 2021 (COM(2021)206 final) (“AI Act proposal”), which is of a horizontal nature and applies to AI systems developed, deployed and used in the area of law enforcement and justice.
The resolution addresses a series of concrete issues linked to the use of AI in law enforcement and the judiciary: it urges e.g. the Commission not to extend the Prüm Decision framework unless there is solid scientific evidence of the reliability of facial recognition in a forensic context compared to DNA or fingerprints, and if that is the case, only after it has conducted a full impact assessment. The resolution contains a request to the Commission to ban any processing of biometric data that leads to mass surveillance in publicly accessible places. Research likely to result in indiscriminate mass surveillance in public spaces should also be stopped. To ensure effective exercise of defence rights and transparency of national criminal justice systems, the resolution underlines that a specific, clear and precise legal framework must regulate the conditions, modalities and consequences of the use of AI tools in the field of law enforcement and the judiciary. The resolution calls on the Commission to consider whether specific legislative action on the development, deployment and use of AI systems by law enforcement and judicial authorities is needed, without making any reference to the Commission’s proposal for an Artificial Intelligence Act currently under negotiation.
The resolution furthermore calls on the EU Fundamental Rights Agency (FRA), in collaboration with the European Data Protection Board (EDPB) and the EDPS, to draft comprehensive guidelines, recommendations and best practices in order to further specify the criteria and conditions for the development, use and deployment of AI applications and solutions to be used by law enforcement and judicial authorities. However, it is necessary to clarify that the EU Fundamental Rights Agency’s mandate does not envisage the issuance of guidelines on the implementation of EU legislation.
6.	Response to requests and overview of action taken, or intended to be taken, by the Commission:
Regarding the idea of guidelines on how to conduct an assessment in the context of judicial cooperation in criminal matters, the Commission does not see a need to issue guidelines (paragraph 14). Judicial authorities are allowed to refrain, by way of exception, from giving effect to a European arrest warrant (EAW) in case of a real risk of breach of the fundamental right to an independent tribunal and, therefore, of the essence of the fundamental right to a fair trial (Article 47(2) Charter) (see Case C-216/18 PPU, LM). However, for the LM case-law to apply, a strict two-stage examination must be performed by the executing State. The case-law of the Court of Justice, which will be further explained in the updated EAW Handbook, provides the necessary guidance in this respect. It follows from the above-mentioned LM judgment that the threshold for suspending EAWs in case of fair trial rights concerns is very high and has so far only applied in relation to EAWs issued by Poland. It will not apply in general to all cases of concerns over the use of AI tools by the issuing State.
As regards the claim that legislative proposal must be evidence-based and respect the principle of proportionality (paragraph 29), the Commission would like to underline that all its activities must respect the principle of proportionality, as set out in Article 5 of the Treaty on the European Union (TUE) and recalled in point 2.3 of the Explanatory Memorandum accompanying the Commission’s proposal for an AI Act of 21 April 2021 (COM(2021)206 final).
The AI Act proposal is of a horizontal nature and will apply to AI systems developed, deployed and used in all areas, including the areas of law enforcement and justice. It is accompanied by an impact assessment analysing in detail the problems posed by the use of AI as regard fundamental rights and the health and safety of persons in the Union. The impact assessment provides evidence and a methodology for the classification of AI systems which poses a high risk to fundamental rights in the area of law enforcement and analyses the most effective and proportionate policy options to address those risks.
In the context of the revision of the Prüm Decisions, the Commission conducted a full impact assessment and assessed the inclusion of several data categories, and notably of facial images, and will table a proposal for a revision shortly on this basis.
Facial images and recognition technology are essential components of EU information systems, such the Visa Information System (VIS), the Entry-Exit System (EES) and the European Criminal Records Information System for third-country nationals (ECRIS-TCN), to complement the use of fingerprint matching. Other law enforcement systems, such as the Schengen Information System (SIS), also provide for the use of facial images. The Commission will ensure that the necessary safeguards are provided for the inclusion of facial images in the Prüm framework.
The Commission is not in favour of any use of technology leading to mass surveillance (paragraph 31). The AI Act proposal clearly confirms this position. Article 5(1)d) of the proposed Act explicitly prohibits the use of ‘real-time’ remote biometric identification AI systems in publicly accessible spaces for the purpose of law enforcement. This is only allowed for certain well-defined and limited exceptions which are subject to specific safeguards and an ex ante authorization procedure.
In addition, the proposal classifies AI systems intended to be used for the ‘real-time’ and ‘post’ remote biometric identification of natural persons as high-risk, irrespective of their specific purpose (law enforcement or not) and place of use (publicly accessible or not). Those systems will only be permitted if they comply with specific requirements and pass conformity checks by a third party before they can be placed on the EU market or put into service. Those measures of ex-ante control are complemented with a robust system of ex post monitoring and supervision.
It should be noted that the General Data Protection Regulation (GDPR) and the Law Enforcement Directive already prohibits the processing of biometric data for the purpose of uniquely identifying a natural person, unless limited exceptions apply. The proposed AI Act simply lays down rules that are complementary to the data protection acquis on this point.
The Commission will continue to apply the necessary safeguards to avoid that any EU-funded research on biometrics and other technologies would result in indiscriminate mass surveillance in public spaces and that tools and applications will be developed that would not be in line with EU values and fundamental rights or other legislation.
EU-funded research and innovation on civil security is, on the one hand, key to ensure the availability at European level of solutions that can effectively address current and future security threats. On the other hand, research is also needed to understand challenges posed by the use of new technologies and consequently to develop solutions that are both more efficient and, at the same time, fully compliant with fundamental rights.
Any project funded under an EU research programme must be compliant with the highest ethical, legal and social acceptance standards and safeguards, in particular the Union’s rules on data protection. This is checked both before any funding decision is taken and also during the lifetime of the projects once these are launched. Ethics evaluations, screenings and reviews before and during the research activities are not only conducted to tick boxes, but an essential part of research project management from the EU side, and include contractual obligations for the beneficiaries of EU research funding.
The Framework Programme for Horizon Europe 2021-2027, the Digital Europe Programme and the European Defence Fund specifically address ethics related to AI systems and/ or techniques. The guiding document on how to carry out the ethics assessment for project proposals includes a detailed ethics issues checklist and an appraisal procedure[footnoteRef:1]. Any use of AI systems or techniques must be clearly described in the project and must demonstrate technical robustness, safety and be in line with the Ethics Guidelines of the High Level Expert Group on AI. The specific case of AI systems used for biometric identification is one of the examples of high-risk areas and applications in the guidance document for project applicants and independent ethics experts who are responsible for screening the proposals for research projects.[footnoteRef:2] [1:  	https://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/common/guidance/how-to-complete-your-ethics-self-assessment_en.pdf]  [2:  	https://ec.europa.eu/info/funding-tenders/opportunities/docs/2021-2027/horizon/guidance/guidelines-on-serious-and-complex-cases_he_en.pdf] 

[bookmark: _GoBack]The AI Act proposal requires all high-risk stand-alone AI systems placed on the market or put into service in the Union to be registered in a publicly accessible EU-wide database (paragraph 33). This includes information on high-risk AI systems intended to be used by national authorities and Union agencies charged with law enforcement and judicial tasks. Under the proposal, the publicly accessible information includes data on the purpose of the system, its status, copy of the conformity declaration, and the Member States in which the AI system has been placed on the market, put into service or made available. In order to preserve the interests of security and to prevent misuse of this information by criminals, the proposal does not require the instructions of use (including information for false positive and negatives) to be published if the system is used for law enforcement purposes.
Agencies are publishing their studies on the use of AI, such as recently done by Frontex[footnoteRef:3], the European Border and Coast Guard Agency. In addition, agencies such as the EU Agency for Law Enforcement Training (CEPOL) should play an important role in educating end-users across the law enforcement agencies in the Member States about the fundamental rights angles of the use of AI technologies in the context of law enforcement, drawing on the expertise of the EU Agency for Fundamental Rights, where relevant. [3:  	https://frontex.europa.eu/media-centre/news/news-release/artificial-intelligence-based-capabilities-for-european-border-and-coast-guard-1Dczge] 

The proposed AI Act, once adopted, will provide a coordinated European approach for the placing on the market (paragraph 34), putting into service and use of AI systems in the Union, including in the law enforcement area. This Act will constitute the first regional approach to such AI regulation, which offers the potential to influence comparable activities in other parts of the world, similar to what happened with the adoption of the GDPR, hence raising international standards. The Commission is closely involved in multilateral fora developing frameworks for trustworthy AI, in particular Council of Europe, the Organisation for Economic Cooperation and Development (OECD) and the United Nations Educational, Scientific and Cultural Organisation (UNESCO) and it pursues enhanced bilateral cooperation on AI with like-minded partners such as the US, Japan and Canada.
With the proposed AI Act, the Commission chose a horizontal approach to the regulation of AI, which includes AI systems developed, deployed and used in the fields of law enforcement and justice in order to ensure secure (paragraph 35), trustworthy and human-centric AI systems that can be used in full respect of EU values and fundamental rights. That approach seems most appropriate since it reflects the nature of AI which is often operated across sectors and poses common challenges to fundamental rights due to specific characteristics of many AI systems, in particular opacity, complexity, data dependency, unpredictability and varying degrees of autonomy.
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