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1.	Rapporteur: Sandra KALNIETE (EPP / LV)
2.	Reference number: 2020/2268 (INI) / A9-0022/2022 / P9_TA PROV(2022)0064
3.	Date of adoption of the resolution: 9 March 2022
4.	Competent Parliamentary Committee: Special Committee on Foreign Interference in all Democratic Processes in the European Union, including Disinformation (INGE)
5.	Brief analysis/assessment of the resolution and requests made in it:
The resolution is the result of one and a half year of work by the Special Committee on Foreign Interference in all Democratic Processes in the European Union, including Disinformation (INGE Committee). It is a very wide-ranging document analysing foreign threats to the EU and proposing how the EU and Member States could improve tackling foreign interference. It touches upon the issues of: (i) the need for an EU coordinated strategy against foreign interference; (ii) building EU resilience through situational awareness, media literacy and education; (iii) foreign interference using social platforms; (iv) critical infrastructure and strategic sectors; (v) foreign interference during electoral processes; (vi) covert funding of political activities by foreign donors; (vii) cybersecurity and resilience against cyber-attacks; (viii) protection of EU Member States, institutions, agencies, delegations and missions; (ix) interference through global actors via elite capture, national diasporas, universities and cultural events; (x) deterrence, attribution, collective countermeasures, including EU restrictive measures (sanctions); and (xi) Global cooperation and multilateralism.
The resolution expresses concerns about the spread of foreign state propaganda, information manipulation and interference, including disinformation, originating in third countries (it mentions Russia, China and Turkey and channels such as RT and Sputnik). It condemns practices such as the instrumentalisation of minorities in EU Member States by Russia or the use of ‘Pegasus’ spyware by certain countries. The resolution criticises what it refers to as ‘elite capture’ (citing for example the case of a former German Chancellor). Among very numerous calls to the Commission, the High Representative supported by the European External Action Service (EEAS) and the Member States, the resolution asks for the establishment of new structures to better counteract the spread of foreign information manipulation and interference, including disinformation, such as: (i) a single monitoring body within the Commission on information manipulation; (ii) a Commission task force dedicated to scrutinise existing legislation and identifying gaps that could be exploited by malicious actors; (iii) a European Centre for Interference Threats and Information Integrity to identify and analyse threats against the EU; (iv) a Joint Situational Awareness Centre to improve strategic foresight and the EU open strategic autonomy; and (v) an EU authority for financial controls to combat illicit financial practices and interference from Russia and other authoritarian regimes. The resolution calls also for the creation of permanent institutional arrangements in the European Parliament dedicated to follow up on the recommendations and for improved institutional exchange between the Commission, the High Representative and the European Parliament through this body.
In addition to this, the resolution calls for strengthening all areas contributing to the fight against foreign information manipulation and interference, including disinformation (such as improving strategic communication, more cooperation with platforms, increasing transparency of political advertising, improving the working conditions of journalists). It also asks the Commission to include, where relevant, a foreign information manipulation perspective in ex-ante impact assessments and urges the Commission and the EEAS to perform regular resilience reviews. Finally, it asks the Commission to prevent elite capture and considers that Commissioners and high ranking officials should have a reporting duty after having ceased working for the Commission.
6.	Response to requests and overview of action taken, or intended to be taken, by the Commission:
I.  Need for an EU coordinated strategy against foreign interference
The Commission agrees with the European Parliament regarding the need for a coordinated strategy against foreign interference (paragraph 3). Coordination within the EU has always been considered key to effective EU action to prevent, deter and respond to foreign information manipulation and interference. It was one of the four pillars of the 2018 EU Action Plan against Disinformation and is recognised as a priority under the European Democracy Action Plan.[footnoteRef:1] The multi-layer, cross-sector strategy equipped with adequate financial resources, as suggested by the European Parliament (paragraph 3), is de facto already made up of interinstitutional coordination, the EEAS-managed Rapid Alert System (RAS), the Commission Network against Disinformation (NaD) and other forms of cooperation, such as the European Cooperation Network on Elections (ECNE). Operational communication by the Commission and the High Representative, supported by the EEAS, in the context of disinformation on the war in Ukraine or the COVID-19 pandemic, points to the value of this approach, which is also applied to other specific sectors. For instance, in the context of the proposed directive on the resilience of critical entities (CER Directive), Member States will be required to develop national strategies on the resilience of critical entities, including a cross-border and cross-sector dimension. Similarly, the EU allocates resources on an annual basis to counter foreign information manipulation and interference, including disinformation and hybrid threats, for instance under the Union programs Horizon Europe or Citizens, Equality, Rights and Values (CERV) and through projects financed under the Neighbourhood, Development and International Cooperation Instrument (NDICI). [1:  	https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020DC0790&from=EN] 

Responding to the calls to include a foreign information manipulation and interference perspective in ex-ante impact assessments, to perform regular resilience reviews and assess the development of the threats on current legislation and policies (paragraphs. 6 and 9) the Commission would like to underline that it has a very well-established and effective system of ex ante impact assessments and ex post evaluations and that it already looks at all the relevant impacts of legislation. In addition to the tools on external trade and investment (tool #27) and on impacts on developing countries (tool #35), the Commission uses the strategic foresight tool (tool #20 in Better Regulation toolbox), which allows the identification of future developments and challenges, such as foreign interference in democratic processes within the EU. The Commission also draws on the dedicated tools for digital-ready policy making (tool #28), research and innovation (tool #22), and fraud 



prevention (tool #26), that can be used for horizontal scanning both for opportunities and hybrid threats. The Commission treats the problem of foreign information manipulation and interference very seriously, and considers and analyses its role, risks, and potential impacts, wherever necessary and relevant.
The resolution calls on the EU Institutions to see what can be learned from the experience of recent national institutions in terms of best practices and support sharing (paragraph 10). EU Institutions are already very advanced in this field via networks such as the EEAS-managed Rapid Alert System which connects relevant EU Institutions and all EU Member States and has proven to be a valuable network. It contributes to a common situational awareness among Member States, including the possibility to alert each other in urgent situations. The RAS has created a community of experts from across the Union who share information and analysis on a daily basis and also allows, in a specific sub-group, exchanges with the G7 and NATO. It has also developed into a network that discusses the policy framework to tackle foreign information manipulation and interference and potential joint approaches and responses. Members of the European Parliament’s administrative staff are also part of the Rapid Alert System, to ensure close cooperation. Joint events of the RAS with the Council, namely the Horizontal Working Party on Enhancing Resilience and Countering Hybrid Threats and the INGE Committee of the European Parliament, have proven to be valuable formats and the Commission looks forward to the continuation of this work with the new Committee ‘ING2’.
The Commission notes that the resolution contains a number of calls for dedicated bodies to fight information manipulation and interference, including disinformation. Regarding the call to provide adequate data science training and to create a single body within the Commission on information manipulation (paragraph 10), the Commission would like to highlight that at present it is cooperating successfully with a number of fact-checking organisations which ensure monitoring of instances of disinformation. Commission services are also planning to procure training for Commission policymakers on the use of scientific evidence for policymaking. One of the modules will address in part data literacy. The EEAS has continued to build up its data analysis capabilities, with a team of data scientists in the EEAS StratCom Division, in addition to its cooperation with external contractors and experts. The EEAS regularly provides training to different stakeholders, including Member States, on Open Source Intelligence (OSINT) and specific aspects of analysis of foreign information manipulation and interference (FIMI), including on its proposal to develop a common framework and methodology to collect systematic evidence of FIMI.
Regarding the European Parliament’s call to assess the impact of existing long - term projects with a focus on countering information manipulation and interference, including disinformation, at a technological, legal, psychological and informational level and their applicability (paragraph 12) the Commission notes that its Digital Education Action Plan[footnoteRef:2] attaches importance to this aspect of online disinformation, and the need for skills to develop digital literacy in all its aspects – not just as a set of technical skills. Information overload and the lack of effective ways to verify information make it all the more necessary for individuals to be able to critically approach, assess and filter information and be more resilient against manipulation. In addition, the Commission’s Network against Disinformation has a dedicated data subgroup that is looking at ways of measuring the impact of disinformation and our responses. The work of this subgroup is ongoing. [2:  	EUR-Lex - 52020DC0624 - EN - EUR-Lex (europa.eu)] 



The Commission takes note of the Parliament’s call to set up a taskforce within the Commission dedicated to scrutinising existing legislation and policies regarding possible gaps that could be exploited by malicious actors, urging Commission to close these gaps (paragraph 13). The Commission is very conscious of the risks of interference which can target many areas, from critical infrastructures such as 5G networks to political parties or media, and that these risks are constantly evolving. The Commission is addressing these risks under its current internal organisation. For example, building upon the experience regarding COVID-19 disinformation, Commission services have dedicated actions to anticipate disinformation in politically sensitive areas, such as climate or migration. The Commission is also working intensively across the services and with the EEAS in order to prevent and debunk disinformation narratives in the context of the ongoing Russian war of aggression against Ukraine (e.g. narratives on the effect of sanctions on global food supply). Further possible arrangements would need to also factor in resource constraints.
The Commission also takes note of the European Parliament’s proposal to establish a European Centre for Interference Threats and Information Integrity which should identify, analyse and document foreign information manipulation and interference threats against the EU as a whole, increase situational awareness and develop a specialized knowledge hub (paragraph 13). The Commission and the High Representative will assess this proposal, bearing in mind that several Commission services and the EEAS are already active in this field and that any possible new structures should not duplicate existing ones, as well as being subject to the availability of resources. The commitment within the Strategic Compass for the EEAS to create an appropriate mechanism to systematically collect data on incidents, facilitated by a dedicated Data Space, to develop a common understanding of foreign information manipulation and interference, will also be taken into account. 
Responding to the European Parliament’s calls to empower civil society to play an active role in countering foreign interference (paragraph 14) and to increase support for historical education and research on how foreign interference and past totalitarianism has influenced society in general (paragraph 29), the Commission would like to refer to the European Democracy Action Plan which puts strong emphasis on empowering citizens and civil society to counter the threats to democracy (including information manipulation and disinformation). In this regard, the Commission is supporting new innovative projects to fight information manipulation and disinformation under a variety of EU programmes, in particular projects by civil society organisations and higher education institutions, with journalists’ involvement, and is also increasing support and funding for diversifying initiatives to promote media literacy and help citizens identify disinformation, within the EU and beyond.
With regard to research, the Commission would like to refer to the Staff Working Document of January 2022 on ‘Tackling Research & Innovation foreign Interference’[footnoteRef:3]. The document offers a toolkit with possible measures on how to mitigate foreign interference in research and innovation to protect our fundamental values, including academic freedom, integrity and institutional autonomy and to protect their staff, students, research findings and assets. It offers help to those higher education institutions and research performing organisations that want to build an effective strategy for dealing with foreign interference and suggests a number of preventive actions. The document highlights that Research & Innovation institutions should build resistance and respond to foreign interference incidents in consultation with and with the possibility of support for local and national authorities. [3:  	Tackling R&I foreign interference - Publications Office of the EU (europa.eu)] 



II. Building EU resilience through situational awareness, media literacy and education
Responding to the European Parliament’s call for the EU, in cooperation with Member States and working multilaterally in the relevant international fora, to develop a conceptual definition of the interference threats faced by the EU and to involve the Fundamental Rights Agency in this process (paragraph 17), the Commission would like to underline that the risk of interference is multifaceted and actions, which could for example aim at preventing such risks in media or civil society must always be carefully weighed against fundamental rights. Defining such EU concepts is not within the mandate of the Agency.
The Commission welcomes the European Parliament’s calls to further develop and boost the important work of the EEAS StratCom division, the EU Intelligence and Situation Centre (EU INTCEN) and Hybrid Fusion Cell, the EU Military Staff Intelligence Directorate, the Rapid Alert System (‘RAS’); the cooperation at the administrative level between the EEAS, the Commission services and Parliament, the Commission-led Network against Disinformation (NaD), the Parliament’s administrative taskforce against disinformation and the ongoing cooperation with NATO, the G7, civil society and private industry when it comes to cooperating on intelligence, analysis and sharing best practices and raising awareness (paragraph 19). As outlined in the Strategic Compass, the EU will substantially enhance its resilience and ability to counter hybrid threats, cyberattacks and foreign information manipulation and interference. Following the European Democracy Action Plan, the High Representative, in close cooperation with the Commission, has been leading the work to establish a common conceptual definition of the ‘FIMI’ threat – foreign information manipulation and interference. The EEAS has discussed this in particular with the Member States via the RAS and the Horizontal Working Party on Enhancing Resilience and Countering Hybrid Threats (HWPERCHT), but also with our international partners such as the G7 Rapid Response Mechanism and other stakeholders. In addition, the EEAS is working on a common analytical framework and methodology with a ‘behaviour-first’ approach, looking in particular at the manipulative tactics, techniques and procedures (TTPs) that are used to engage in FIMI. Following up on the call of the Strategic Compass to develop a Data Space to systematically collect FIMI incidents, EEAS is proposing that this could take the form of a FIMI Information Sharing and Analysis Center (FIMI ISAC), which would be a considerable step forward, provided resources are available.
The Commission welcomes the European Parliament’s positive reaction to the Joint Situational Awareness Centre (JSAC) proposed by President von der Leyen in her State of the Union address, to improve strategic foresight and the EU’s open strategic autonomy (paragraph 22). The Commission continues to work on its proposal, building on existing structures and resources. Regarding the European Parliament’s call to publish a detailed timeline for the implementation of the European Court of Auditors recommendations on disinformation (paragraph 19), the Commission notes that it regularly follows up on the recommendations published in the report of the European Court of Auditors (ECA). The follow-up to the report has been also presented in the EEAS’ Activity Report for 2021[footnoteRef:4]. At the same time it has to be underlined that the landscape has considerably evolved since the 2018 Action Plan on Disinformation, on which the ECA report is based, and that it has been to a great extent superseded. [4:  	https://www.eeas.europa.eu/eeas/2021-stratcom-activity-report-strategic-communication-task-forces-and-information-analysis_en] 

Replying to the European Parliament’s statement that it regrets that the European Digital Media Observatory (‘EDMO’) does not cover Baltic States (paragraph 24) the Commission would like to underline that is has awarded grants for a total amount of EUR11 million to establish eight EDMO regional hubs (covering Ireland, Belgium, the Czech Republic, Denmark, Finland, France, Italy, Luxemburg, the Netherlands, Poland, Slovakia, Spain, Sweden as well as Norway). In November 2021, the Commission issued a call for proposal for further grants to regional hubs, with the aim of expanding coverage to the entire EU population, including Baltic States, with an available budget of EUR 11 million. The results of this call are about to be published.
Regarding the European Parliament’s calls to counter monopolistic mass-media ownership (paragraph 24), the Commission would like to stress that transparency of media ownership is an important element in ensuring that media pluralism is effective. It helps to conduct informed regulatory, competition and policy activities and enables the public to evaluate the information and opinions disseminated by the media. In accordance with the Audiovisual Media Services Directive, Member States may adopt legislative measures requiring that audiovisual media service providers under their jurisdiction make accessible information concerning their ownership structure, including the beneficial owners. The European Democracy Action Plan, among other measures, includes the funding of a media ownership monitor. The pilot project on the monitor which began on 25 September 2021, aims at providing a country-based database containing information on media ownership and a systematic assessment of relevant legal frameworks as well as risks to media ownership transparency. The Commission also supports other projects that aim to map violations of media freedom, monitor media pluralism and freedom, defend journalists under threat and support collaborative journalism, cooperation and exchange of best practices.[footnoteRef:5] The Commission is also considering including, in the context of the European Media Freedom Act, measures to ensure greater transparency in respect of media ownership. The Commission also monitors media pluralism and media freedom in all Member States in the context of the annual Rule of Law report. [5:  	https://digital-strategy.ec.europa.eu/en/policies/funding-media-freedom
] 

Regarding the European Parliament’s call to earmark EU public funding sources for independent fact-checkers, researchers, quality and investigative media and journalists, and NGOs researching and investigating information manipulation and interference (paragraph 25), the Commission would like to note that via the creation and ongoing funding of the European Digital Media Observatory (EDMO), the Commission supports the work of a cross-border and multidisciplinary community of independent fact-checkers and academic researchers in the EU to detect and analyse disinformation threats and trends, as well as develop specific media literacy initiatives, including currently on the war in Ukraine. The Commission also provides targeted support through the pilot project ‘Union grants for small-scale online media: supporting high-quality news products and tackling fake news’. With an overall budget of EUR 2.2 million, the project supports seven consortia to implement innovative actions to identify and tackle disinformation. The awarded consortia include research, media and fact-checking organisations. The Commission is investigating possible follow-up actions to this pilot project. The Commission furthermore supports the pilot project of the European Fact-Checking Standards Network (EFCSN), which will empower the European fact-checking community through a dedicated Code of professional integrity and targeted training opportunities for emerging fact-checking organisations.
In response to the European Parliament’s call to create a permanent EU news media fund, (paragraph 27), the Commission would like to refer to the Media and Audiovisual Action Plan and in particular the ‘NEWS Initiative’, which bundles existing and new actions in support of news media. The initiative aims to create the conditions for a structured dialogue with the sector, enhancing its competitiveness, unleashing its innovation and supporting its role in contributing to better democratic debate. It relies on the current and future development of complementary funding programmes and instruments. All actions in this initiative respect the independence of the media and encourage beneficiaries to be transparent regarding their standards and funding. To minimise dependencies, actions stimulate applicants to address sustainability beyond the grant period. In addition, the Media Ownership Monitor receives EU support to map funding across the wider sector.
The Commission takes note of the European Parliament’s suggestion to create an EU wide database of incidents of foreign interference reported by the EU and Member States (paragraph 28). In the context of FIMI, the EEAS is currently working on such a database as part of the proposal for a Data Space, that could take the form of an Information Sharing and Analysis Centre (ISAC, see above); this proposal does not cover hybrid threats or foreign interference at large, but is specialised in the information domain, envisaging close cooperation with stakeholders from all domains as relevant and appropriate.
The Commission welcomes the European Parliament’s call to identify sectors at risk of interference and provide regular training for staff (paragraph 30). The Commission’s Network against Disinformation team already provides regular training in the form of 'simulation' exercises’. Such exercises have been held for EU staff on climate issues, COVID-19 disinformation and misuse of regional funds. EEAS StratCom likewise provides training for different stakeholders, including Member States and EU Delegations on FIMI and has provided training, e.g. for the European Medicines Agency (EMA) in the context of the COVID-19 pandemic and accompanying FIMI.
The Commission is already, as suggested by the European Parliament (paragraph 32) organising the exchanges of best practices for media and information literacy training and awareness-raising. The Commission’s services, the EEAS and the European Parliament meet in a tripartite working group to discuss media literacy initiatives.
Responding to the European Parliament’s call to draw up a code of Ethics to guide public authorities and political representatives in the use of social platforms (paragraph 33), the Commission can confirm that, when establishing its own ethical rules applicable to Members and staff of the Commission, the Commission drew inspiration from the highest applicable ethical standards and rules at Member State and international level. However, it is not for the Commission or the Union, but for each individual Member State, to draw up its own ethical rules, including where appropriate to guide its public authorities and political representatives in the use of social media platforms and networks.
The Commission has issued social media guidelines for staff[footnoteRef:6] to provide advice on how to use social media to communicate on EU matters, in a way that is appropriate and safe. [6:  	social-media-guidelines-staff.pdf (europa.eu)] 

With regard to the European Parliament’s call to share best practices for media and information literacy training and awareness-raising, as requested in the Audiovisual Media Services Directive and to organise these exchanges in cooperation with the Media Literacy Expert Group (paragraph 32); the Commission would like to stress that the Media Literacy Expert group is a key forum for the exchange of good practices on media literacy and awareness-raising on new initiatives in the field. The group is attended by representatives of the 27 Member States, observer countries, observers from UNESCO, the European Audiovisual Observatory and EDMO. Commission services also attend regularly and share information about their own media literacy initiatives. Commission services also work closely with the Expert Group on Media Literacy and Disinformation, which has as its purpose to develop guidelines and practical resources for teachers in the Member States.
Regarding the European Parliament’s call to implement tailored awareness raising and media and information literacy programmes (paragraph 33), the Commission would like to note that its services have been implementing the Pilot Project and Preparatory Action "Media Literacy for All" since 2016. Actions funded under this initiative have produced awareness-raising and media literacy tools and resources to combat disinformation. As part of the Digital Education Action Plan, the Commission is working on updated guidelines for teachers and educators on promoting digital literacy and tackling disinformation through education and training. The guidelines will be published in the autumn of 2022 in all EU official languages and will be complemented by a targeted awareness-raising campaign.
Commission services and the EEAS are also working to further raise awareness and improve societal resilience, including via briefings, training and conferences across Member States and in third countries, with civil society partners and government officials. EEAS StratCom fosters the engagement with stakeholders in the EU neighbourhood and the Western Balkans, to raise awareness and build resilience against foreign information manipulation and interference. Finally, EUvsDisinfo, the EU’s biggest awareness-raising campaign to collect, analyse and debunk pro-Kremlin information manipulation and interference, is expanding its scope, including publishing articles on China’s activities as well as working with partners to contribute to EUvsDisinfo content.
Responding to the European Parliament’s call to set up a system for the easy sharing of material in minority languages (paragraph 34) the Commission can confirm that, following a request from the European Parliament, the Commission is currently supporting a Pilot Action entitled ‘Language Equality’ for these languages[footnoteRef:7]. It covers a broader set of European languages and some of the minority languages in Europe, including for example Basque, Catalan and Galician. The European Language Equality (ELE) project develops a strategic research, innovation and implementation agenda as well as a roadmap for achieving full digital language equality in Europe by 2030. [7:  	https://european-language-equality.eu/
] 

The Commission is aware of the need to develop and implement strategies to hinder the financing of individuals and groups that actively spread or participate in information manipulation (paragraph 35). Following the European Democracy Action Plan, the High Representative, in close cooperation with the Commission, has been leading the efforts to arrive at a common conceptual definition of the foreign information manipulation and interference (FIMI) threat. Based on such a common definition and joint situational awareness, the High Representative, supported by the EEAS and in cooperation with the Commission, is working on strengthening the EU’s toolbox to counter FIMI and increase costs on the perpetrators of foreign information manipulation and interference, as highlighted in the Strategic Compass.
In response to the call to put forward an overarching media and information literacy strategy with a special focus on combating information manipulation (paragraph 37) the Commission would like to refer to the works of the interinstitutional working group on Media Literacy and Disinformation, the aim of which is to identify the elements required in an overarching media literacy strategy and work towards this goal.


The Commission appreciates the recognition of the expert group on Tackling Disinformation and promoting digital literacy through education and training (paragraph 38) by the European Parliament. The group has been following closely its mandate with three meetings having taken place in October and November 2021 and February 2022 and has been working on its final report. During the subsequent meetings planned for 2022, the group will present the teachers’ guidelines. The guidelines will be publicly launched in the autumn of 2022 with a dedicated outreach campaign.
The Commission is continuously improving its EU strategic communication inside the European Union (paragraph 39), most obviously in reaction to disinformation in the context of COVID-19 and the Russian war of aggression against Ukraine. For example, the Network against Disinformation acts as vehicle for capacity-building for the whole Commission through constant information exchange, training and launching collaborative projects. The Network can also serve as a platform for further capacity-building. The EEAS, with its focus on the Neighbourhood and Western Balkans, likewise uses strategic communications as one of the instruments in the FIMI Toolbox, in close cooperation with the Commission, the EU Delegations, Member States and international partners. However, strategic communication is only one of the tools that can be used to address FIMI and needs to go hand in hand with other response options to ensure an effective response to FIMI.
Regarding the Parliament’s call to initiate a study on minimum standards for media as a basis on which to possibly revoke licences in the event of breaches and integrate the findings of the study into upcoming legislation submitting concrete proposals on the safety of journalists, human rights defenders and other persons exposing foreign interference and responding to the calls for sanctions by naming and shaming or blacklisting from events or revoking media accreditation (paragraphs 41 and 42), the Commission recalls that in September 2021 it presented a ‘Recommendation on the protection, safety and empowerment of journalists’. In April 2022, the Commission adopted a legislative package to fight Strategic Lawsuits against public participation (SLAPP). The Recommendation has been a stepping stone for the next step towards the protection of media freedom, independence and pluralism in the EU: the European Media Freedom Act (EMFA), which is a landmark initiative that will be proposed this year. It will complement the EU legislative framework with specific measures to safeguard media freedom and pluralism and the integrity of the EU internal market. The aim is to work towards a thriving EU media market, based on common standards on transparency, pluralism and independence as well as regulatory convergence and cooperation. With EMFA, the Commission intends to propose a carefully calibrated framework, to address remaining problems while supporting existing systems which are working well.
Safety of journalists and human rights defenders is a priority for the Commission and the High Representative, supported by the EEAS, also beyond the EU’s borders (paragraph 41). The EU continues to support human rights defenders relentlessly and denounces by means of public diplomacy (including statements), and during all human rights dialogues, the shrinking space for civil society. EU Delegations across the world are regularly meeting with human right defenders at risk, monitoring their trials or carrying out visits to those in detention and providing emergency financial support. The EU is increasingly monitoring emerging threats against human right defenders, in particular online surveillance, but also online smear campaigns, harassment, and censorship.
Amongst the financial mechanisms in place to address the needs of journalists and human rights defenders at risk, the Commission would like to draw attention to the ‘ProtectDefenders.eu’ mechanism, which protects defenders at risk all around the world through grants that can support temporary relocation, legal or medical costs, provides training and assistance and monitors the situation of human rights defenders, including journalists. Another example is the ‘www.Safejournalists.net’ project in the Western Balkans and Turkey, which provides a EUR 1 million grant to a regional network of journalists’ associations to build the capacity of journalists’ professional organisations and supports a regional early warning platform reporting cases of attacks and threats against journalists.
The Commission takes note of the European Parliament’s call to establish communication channels and set up platforms where companies, NGOs (non-government organizations) and individuals, including members of diasporas, can report instances in which they fall victim to information manipulation or interference (paragraph 44). Such an initiative would need to be carefully evaluated, to ensure that such channels are not abused by actors who aim to suppress independent and critical voices (e.g. through mass reporting, or by reporting any kind of misinformation as opposed to intentional information manipulation) and to ensure that any reports on such instances can be followed up in an appropriate manner, given that such an initiative would need to be supported by considerable operational capacity and resources, which at the moment do not exist. The Commission would propose that the feasibility of this proposal be discussed at the existing tripartite working group on media literacy initiatives, which includes the Commission, the High Representative and the European Parliament. 
III. Foreign interference using social platforms
The Commission welcomes the European Parliament’s call to create regulation and actions to oblige platforms to reduce information manipulation and interference (paragraph 48). The Commission would like to inform that on 16 June 2022 the strengthened Code of Practice on Disinformation has been signed and presented by 34 signatories who have joined the revision process of the 2018 Code (major online platforms, emerging and specialised platforms, players in the advertising industry, fact-checkers, research and civil society organisations). The new Code aims to achieve the objectives of the Commission’s Guidance[footnoteRef:8] presented in May 2021, by setting a broader range of commitments and measures to counter online disinformation. Signatories committed to take action in several domains, such as: demonetising the dissemination of disinformation; ensuring the transparency of political advertising; empowering users; enhancing the cooperation with fact-checkers; and providing researchers with better access to data. [8:  	Guidance on Strengthening the Code of Practice on Disinformation | Shaping Europe’s digital future (europa.eu)] 

Recognising the importance to make the Code future-proof, signatories agreed to establish a framework for further collaboration through a permanent Task-force. The Code also comes with a strengthened monitoring framework based on qualitative reporting elements and service-level indicators measuring the effectiveness of its implementation. Signatories will set up a Transparency Centre, providing a clear overview to the public of the policies they put in place to implement their commitments, and will update it regularly with the relevant data.
With the Digital Services Act (DSA), the Code should evolve towards a co-regulatory instrument, where very large online platforms can work under codes of conduct to address negative impacts regarding the viral spread of illegal content as well as manipulative and abusive activities. Furthermore, the DSA provisions will support the mitigation of systemic risks, such as disinformation, thereby contributing to the reduction of information manipulation and interference.
Regarding the call to extend the ban on micro-targeting to issue-based advertising (paragraphs 49 and 50), the Commission would like to highlight its proposal on transparency and targeting of political advertising[footnoteRef:9], which includes a stricter ban on  using special categories of personal data and enhanced transparency of targeting and amplification. The proposal is currently in interinstitutional negotiations with the European Parliament and the Council. The Commission would urge the co-legislators to ensure adoption at least one year before the 2024 elections to the European Parliament. The Commission would also like to recall the political agreement on the forthcoming Digital Services Act, with specific rules on targeted advertising on online platforms. [9:  	EUR-Lex - 52021PC0731 - EN - EUR-Lex (europa.eu)] 

Responding to the call to ensure effective implementation of the General Data Protection Regulation (GDPR) (paragraph 50), the Commission would like to underline that it attaches great importance to the proper implementation of the regulation by Member States and uses its powers to this effect[footnoteRef:10]. Under the GDPR, enforcement vis-à-vis data controllers and processors is a task assigned to the national data protection authorities, where necessary cooperating on the European Data Protection Board, as well as being assigned to the courts of the Member States. As part of their tasks, the national data protection authorities hear and investigate complaints against controllers and processors. They also carry out audits and other compliance checks. They have a wide array of powers at their disposal, including the power to order controllers to bring processing operations into compliance with the GDPR and administrative fines. [10:  	See for instance infringement procedure launched against Slovenia for failing to fulfil its obligations under the General Data Protection Regulation, (INFR(2021)2269. See also ongoing infringement procedure against Belgium for lack of independence of the Belgian Data Protection Authority, INFR(2021)4045] 

Regarding the European Parliament’s call to set up binding EU rules to require platforms to cooperate with competent authorities and to oblige platforms to set up systems to monitor how their services are used (paragraph 50), the Commission would like to recall that under the Digital Services Act, very large online platforms must assess the risks that their advertisements pose in the dissemination of illegal content, in impacting on certain fundamental rights, or fuelling the manipulation of the service in disinformation campaigns. If their advertising systems raise such issues, then very large online platforms will be obliged to adapt them. This is subject to independent audits, as well as scrutiny from the regulator, who is able to ask for changes, interim measures and sanction the platforms concerned. Signatories of the Code of Practice on Disinformation are expected to adopt, reinforce and implement clear policies regarding impermissible manipulative behaviours and practices on their services, based on the latest evidence on the conducts and tactics, techniques and procedures (TTPs) employed by malicious actors. They should also intensify their actions for a safer design and architecture of their services in order to mitigate the risks of viral propagation of disinformation, also in the light of the significant impact that their recommenders’ systems have in such dissemination.
The Digital Services Act provides important tools, for people/ organisations who want to report illegal content (paragraph 58) as well as redress tools for content providers. Citizens will be able to notify illegal content or products they encounter and contest the decisions made by online platforms when their content is removed. In addition, online platforms are obliged to notify them of any decision taken, and to provide for a mechanism to contest the decision.
Regarding the European Parliament’s call to address the current issue of price incentives, where highly targeted ads with divisive content often have much lower prices for the same amount of views than less targeted ads with socially integrative content (paragraph 60) the Commission would like to point to the fact that the Digital Markets Act (DMA) aims to address the perceived lack of transparency and opaqueness of the advertising business model and to shed a light on any price incentives. With the DMA, gatekeepers are required to provide information concerning the price paid by the advertiser and publisher, as well as the amount or remuneration paid to the publisher for publishing of a given advertisement and for each of the relevant advertising services provided by the gatekeeper. Gatekeepers are also required to provide access to their performance measuring tools and the information necessary for advertisers and publishers to carry out their own independent verification of the ad inventory. Finally, gatekeepers will be prohibited from processing and combining personal data sourced from different services for advertising, unless they obtain consent for this processing. This applies both to their own core platform services as well as to data collected through third parties, for example using website plug-ins. The Commission’s proposal for a regulation on the transparency and targeting of political advertising will introduce a high standard of transparency for political advertising services, to empower citizens, support accountability in the political process and support the monitoring and enforcement of other relevant rules. To enable the wider context and the aims of each political advertisement to be understood, publishers will provide a range of information with each ad, including on the aggregated amounts spent on the ad and detailed information on its targeting and amplification.
Responding to the call to ensure transparency by obliging platforms to establish archives of online ads (paragraph 59), the Commission would like to stress that under the Digital Services Act, very large online platforms will have to make publicly available a repository containing important information on the online advertisements it has displayed, including on the content, the person on whose behalf the advertisement was displayed, the period during which it was presented, to whom the advertisement was targeted and the number of users reached.
The Commission in its policies also aims at ensuring that algorithms do not promote illegal, extremist content that they stop boosting content originating from inauthentic accounts and channels and that measures are in place to legally require social media companies to address the amplification of disinformation (paragraph 60). The Digital Services Act will provide the EU-wide legal framework for online platforms' responsibilities regarding the dissemination of illegal content, as well as in the amplification of societal harms such as those stemming from disinformation. It establishes a robust governance and due process around algorithmic processes on online platforms. Very large online platforms are requested to assess the systemic risks stemming from the functioning of their services and take measures against such risks, including adapting their algorithms, content moderation or recommender systems. The Digital Services Act also provides for the obligation for very large online platforms to give access to their data, including algorithmic systems, to Member States where they are established and to vetted researchers. This is supported by increased accountability of algorithmic systems and a robust system for regulatory supervision and enforcement. In the revised Code of Practice on Disinformation, the signatories will commit to strong measures to make their recommender systems more transparent and to give users options to adjust them. In line with the Commission Guidance on strengthening the Code, they will furthermore commit to improving the prominence of authoritative information and reduce the prominence of misinformation and disinformation, based on clear and transparent criteria.
As noted by the European Parliament, Google is a very significant actor in the provision of advertising technology services, intermediating between advertisers and publishers of online advertising (paragraph 63). The Commission is carefully monitoring the sector, including Google’s practices, in particular the extent to which Google is favouring its own advertising technology services over those of rivals; it is also investigating whether Google and Facebook may have together engaged in conduct to exclude rival advertising technologies. While our competition investigations aim to address concerns about competition in the ad tech sector, they do not directly address issues relating to disinformation and financing of disinformation, which may be best addressed by other initiatives, such as the Digital Markets Act and Digital Services Act.
Regarding the European Parliament’s call for the establishment of a mediation process by which advertisers would be refunded when ads are placed on the websites that promote disinformation (paragraph 63), the Commission would like to underline that improving transparency and accountability around ad placement is central to the revised Code of Practice on Disinformation. The Commission expects online platforms and all other players in the online advertising ecosystem to take responsibility and work together to defund disinformation. Initiatives leading to possible reparations to advertisers and agencies, however, are not a commitment required to achieve this objective. While the Code of Practice provides a framework for relevant Signatories to discuss and advance a range of industry-wide solutions, such specific initiative is best addressed outside the Code.
The Commission recognises the importance of having an effective oversight and control mechanism for online platforms (paragraph 64), placing emphasis on the need to address issues that arise related to foreign information manipulation and interference, as well as disinformation, quickly and efficiently. This is why we believe that a co-regulatory model, formed by the link between the Digital Services Act and the Code of Practice on Disinformation, is the right way forward. The strengthened Code should include a robust monitoring framework based on clear key performance indicators (KPIs).
Responding to the European Parliament’s concerns on the lack of transparency when revising the Code of Practice and lack of consultation of the INGE Committee (paragraph 66), the Commission would like to underline that the process to draft the strengthened Code has been a transparent one. The Signatories have been supporting an inclusive and transparent process, within the limits of the drafting framework, and have been building on the Commission’s Guidance published in May 2021. Signatories and prospective signatories all agreed to abide by a confidentiality clause, whose purpose is to protect the negotiations related to the drafting process, thus allowing open discussions among a wide variety of players on a complex draft. A similar clause was also included in 2018 for the drafting of the first Code and is not unusual in similar situations where a complex drafting process and related negotiation is taking place, requiring prolonged work and negotiations that may also involve confidential information related to the services of the participants (e.g. signatories’ business-related information). It is important to note that the revision of the Code is carried out by the Signatories on the basis of the Commission’s detailed Guidance. The Commission has carried out an extensive multi-stakeholder discussion to prepare the Guidance, and the Guidance builds strongly on the input received. Regarding the involvement of the INGE Committee in the preparation of the revised Code, the Commission would like to recall that it participated in numerous hearings of the Committee devoted to the Code (including the hearing of 15 March 2022 on the revised Code) and that meetings with Committee administrations also took place in this regard. The Commission will continue keeping the European Parliament informed of developments in implementation of the Code.
Regarding the Parliament’s observation on the self-regulatory nature of the Code of Practice, the Commission would like to reply that, once the Digital Services Act has been adopted, the revised Code will no longer be a purely self-regulatory instrument. The DSA will provide a regulatory framework with specific rules in particular for Very Large Online Platforms, and a co-regulatory backstop for Codes of conduct.
Responding to the European Parliament’s calls for the EU to protect and encourage dialogue with the technology community and the exchange of information on behaviour of social platforms (paragraph 67) the Commission would like to specify that in order to achieve a more comprehensive and coordinated response to the spread of disinformation and information manipulation, it has been seeking a broader participation in the revised Code. Signatories, which include NGOs, fact-checking organisations, players from the advertising industry, search engines and video and social media platforms, will remain closely involved, as part of the Task Force. The Code and its Task Force therefore represent an important forum for exchange to improve the effectiveness and monitoring of the Code or discuss relevant developments in the fight against disinformation and information manipulation.
Responding to the call to invite the representatives of the European Parliament, the national regulators, and other stakeholders to the taskforce on strengthening the code (paragraph 72), the Commission would like to stress that even though organisations who are not signatories to the Code cannot become members of the Task Force, input from non-signatory stakeholders will remain possible, as appropriate, as was the case during the drafting process. The objectives and composition of the Task Force are clearly set out in the Commission Guidance, guaranteeing oversight by the Commission and participation of the Code’s signatories, EEAS, European Regulatory Group for Audiovisual Media (ERGA) and European Digital Media Observatory. Signatories involved in the revision will further discuss and fine-tune the operational modalities of the Task Force, including the involvement of experts and other invited third parties.
IV. Critical infrastructure and strategic sectors
The Commission takes note of the European Parliament’s call to extend the list of critical entities to include digital election infrastructure and education systems (paragraph 74). The Commission’s Communication on protecting election integrity and promoting democratic participation (COM(2021) 730) addressed it and announced that the Commission would assess the issue and consider a legislative proposal for the protection of electoral infrastructure as critical infrastructure. The Commission would also recall that the digital infrastructure sector as such is within the scope of the provisionally agreed NIS2 Directive[footnoteRef:11] and the proposed directive on enhancing resilience of critical entities (CER Directive[footnoteRef:12]). However, at present there is no separate category for digital systems used for elections in the proposals. [11:  	Strengthening EU-wide cybersecurity and resilience – provisional agreement by the Council and the European Parliament - Consilium (europa.eu)]  [12:  	EUR-Lex - 52020PC0829 - EN - EUR-Lex (europa.eu)] 

The Commission is working to set up an overarching EU approach to tackle hybrid threats to election processes (paragraph 76), inter alia by preparing the guide of good electoral practice established by the European Cooperation Network on Elections together with the Network and Information Systems (NIS) cooperation group and is considering further steps ahead of the next elections to the European Parliament.
The Commission takes note of the European Parliament’s call to critically assess the dependence on platforms and data infrastructure in the context of elections (paragraph 76). In this context the Commission could consider a study with the support of the network of academics to assess this dependence and discussed as part of the European Cooperation Network on Elections meeting with the involvement of the NIS group.
Regarding the European Parliament’s observation that the obligation coming from the new directive on enhancing resilience of critical entities should be conducted by the JRC in conjunction with EEAS INTCEN (paragraph 77), the Commission would like to note that the CER Directive proposal focuses on the role of Member States, with a risk assessment by Member States and by critical entities that have been identified as such by Member States. Moreover, the CER Directive proposal stipulates that Member States and the Commission provide support to critical entities to fulfil their obligations under the Directive. Commission services are active in matters related to the resilience of critical infrastructures and this would continue after adoption of the proposal.
With regard to financing alternatives to Western Balkans (paragraph 78), the Commission would like to refer to the upcoming Instrument for Pre-Accession Assistance (IPA) regional project on enhancing capacities in the Western Balkans which should start at the end of 2022. Responding to the call to set up a dedicated European Semiconductor Fund (paragraph 78), the Commission would like to reply that as part of the Chips Act legislative proposal of 8 February 2022, it has proposed a new Chips for Europe Initiative, which aims to reinforce the EU's semiconductor technology and innovation capabilities and ensure Europe's chips technology leadership in the mid- to long-term. It will ensure the deployment across Europe of advanced semiconductor design tools, pilot lines for prototyping the next generation of chips and testing facilities for innovative applications of latest chips technology. There is also a strong skills component in this initiative. As part of the Chips for Europe initiative a new EU Chips Fund will support equity for start-ups and scale-ups in the sector.
Responding to the European Parliament’s call to further develop the European networks of data infrastructure and service providers with European security standards (paragraph 80), such as Gaia-X, the Commission would like to underline that the cloud development will take place through key digital investment at EU level, such as: (i) Resilience and Recovery Facility (cloud deployment to support the digitisation and modernisation of public services); (ii) Connecting Europe Facility 2 (interconnection of cloud infrastructures for services of general public interest); and (iii) Digital Europe (integration of data infrastructures and services to enable cloud federation through intelligent middleware). In addition, twelve Member States have committed to the preparation of an Important Project of Common European Interest (IPCEI) on New Generation Cloud Infrastructure and Services. These different initiatives should help Europe to improve its strategic autonomy in data processing technologies, and therefore reduce the risks of unlawful access to European's businesses and governmental data by third countries.
Regarding Gaia-X, the Commission would like to emphasise that it is a private initiative. Its stated goal is to establish an interoperable, trusted, and sovereign Cloud environment (from cloud to edge) to enable data sharing in 10 specific sectors of the economy. The Commission has followed Gaia-X with interest, but no formal relationship exists and the Commission is not affiliated in any manner with Gaia-X.
Regarding the European Parliament’s call (on the Commission and the Member States) to prevent sabotage and espionage of public electronic communication networks and promote the use of interoperable secure routing standards, the Commission would like to refer to the NIS2 proposal which includes in its scope providers of public electronic communications networks and providers of publicly available electronic communications services. These providers are subject to more harmonised and streamlined cybersecurity risk management measures and reporting obligations, which can be further specified through Commission implementing acts. 
The Commission takes note of the European Parliament’s call to propose actions to build a secure, sustainable, and equitable supply of the raw materials (paragraph 82) used to produce critical components and technologies including batteries and equipment, 5G and subsequent technologies, and chemical and pharmaceutical products. The Commission will intensify work on the supply of critical raw materials and prepare a legislative proposal. It will step up ongoing EU policies and actions (e.g. implementation and negotiation of Free Trade Agreements, cooperation with like-minded partners, etc.) and reinforce the EU’s monitoring capacity and help secure the supply of diverse critical raw materials. This initiative will aim to strengthen the European value chain through the identification of mineral resources and of critical raw materials projects in the European strategic interest, while ensuring a high level of environmental protection, including projects that promote a circular economy and resource efficiency.
V. Foreign interference during electoral processes
The Commission is aware of the risk posed by foreign interference in our electoral processes and has been active in protecting this aspect of free and fair elections. Responding to the calls on preparation of the elections to the European Parliament (paragraph 84) and without prejudice to national competences of the Member States in this area, the Commission would like to refer to its ‘2018 Election Package’[footnoteRef:13] and the accompanying legislative proposals, as well as the establishment of the European Cooperation Network on Elections. In November 2021 the Commission proposed further rules to reinforce integrity of elections in the form of a ‘Democracy Package’[footnoteRef:14] which aims to increase transparency of political advertising, to make sure that the rules on financing European political parties are clear, and to protect the rights of EU citizens in elections to the European Parliament and regional elections. The Commission announced the intention to assess if a legislative proposal for the protection of election infrastructure as critical infrastructure could be considered. [13:  	1_EN_ACT_part1_v10.docx (europa.eu)]  [14:  	Democracy and electoral rights | European Commission (europa.eu)] 

All these actions contribute to developing a better response framework to counter foreign interference in electoral processes (paragraph 83).
Regarding the European Parliament’s call to reassess and update the tools and methods used in international election observation (paragraph 86), the Commission would like to note that new guidelines to systematically observe online campaigning as part of Election Observation Missions are being developed in cooperation with other international observation organisations. These are to include monitoring of activities that represent a threat to the integrity of electoral processes such as information manipulation and interference, including disinformation or the dissemination of harmful content.
Regarding the Parliament’s call to protect the entire electoral process to be established as a top EU and national security issue and to develop a better response framework to counter foreign interference in electoral processes, which among other measures should consist of direct communication channels with citizens (paragraph 83), the Commission underlines that the issue of protection of the electoral process both at EU and national level is of utmost importance to the Commission. In this regard the Commission would like to refer the European Parliament to the work undertaken in the context of the ‘Free and fair elections’ package[footnoteRef:15] and to the ‘Democracy package’, which aims to make sure that the elections to the European Parliament are protected from interference and recommends similar measures to the Member States, including consideration to include electoral infrastructure among the critical infrastructure.  [15:  	State of the Union 2018: European Commission proposes measures for securing free and fair European elections (europa.eu)] 



Responding to the calls to prepare for the European elections in 2024, which would involve a strategy, training and awareness-raising for European political parties and their staff, as well as enhanced security measures to prevent foreign interference (paragraph 84), the Commission would like to refer the European Parliament to the 2018 ‘Elections package’. The Commission’s report on the 2019 elections and accompanying staff working document provide additional details on the activities conducted by the Institutions in this area in the run up to the 2019 elections to the European Parliament.
In preparation for the 2024 elections to the European Parliament, the Commission will look at possible additional initiatives. This could include possible awareness-raising training for European political parties and their staff, building on the learning accumulated during and after the 2019 electoral process, and should make the best use of all European level instruments and structures, including the elections network. The EEAS will also encourage the use of the Rapid Alert System by EU Institutions and EU Member States to report on any activity to prevent FIMI in the 2024 European elections and to share insights into potential incidents with the RAS.
The Commission takes note of the European Parliament’s call to carry out an in-depth investigation into how to counter the ‘disinformation for hire’ phenomenon (paragraph 85). Based upon its extensive network of experts, including those working on disinformation, Commission services will consider offering advice on disinformation patterns and triggers, with a view to helping investigations seeking to identify private organisations who monetise disinformation.
VI. Covert funding of political activities by foreign donors
The Commission pays particular attention to the European Parliament’s calls to make engagement in any covert activity financed by foreign actors that aims to influence the process of European or national politics illegal in all Member States and to ensure that authorities in Member States have the right to investigate the origins of funding to verify the information from domestic subsidiaries and to address the lack of sufficient data in national registers (paragraphs 87 and 89). While the right to regulate national parties remains in the competence of the Member States, the Commission is open to explore ways to further the work on these aspects, also as part of exchange of best practices in the European Cooperation Network on Elections. Regarding the European political parties, in 2021 the Commission adopted a proposal to clarify the rules on the financing of these parties and strengthen the safeguards against foreign interference.[footnoteRef:16] The Commission’s proposal is currently under discussion by the co-legislators. [16:  COM(2021) 734 final] 

The Commission welcomes the European Parliament’s positive approach to the proposal on transparency and targeting of political advertising and calls on the European Parliament to advance this proposal swiftly so that measures can be in place ahead of the next elections to the European Parliament. The Commission provides a common definition of political advertising based on objective factors such as: the preparation, placement, promotion, publication or dissemination, by any means, of a message: (a) by, for or on behalf of a political actor, unless it is of a purely private or a purely commercial nature; or (b) which is liable to influence the outcome of an election or referendum, a legislative or regulatory process or voting behaviour. These factors are further clarified in the recitals, in particular recital 17, and the Commission will promote the development of codes and standards to support compliance. The proposal will ensure that political ads are labelled as such and provides for effective supervision and enforcement. 
The Commission takes the issue of covert funding in the EU very seriously (paragraph 90) and takes note of the European Parliament’s suggestion to conduct an analysis of covert funding in the EU and submit concrete proposals aimed at closing all loopholes allowing for the opaque financing of political parties and foundations or elected officials from third country sources, and to propose common EU standards that would apply to national electoral laws in all Member States. At present, the Commission is working on the issue of covert funding in the European Cooperation Network on Elections and through its capacity-building tools. The Commission considers that the joint mechanism on election resilience offers to Member States, as of 2022, the possibility to seek and obtain expertise in many areas covered by the resolution, including covert funding. The pool of expertise could be further expanded by involving experts of relevant international organisations and the private sector. In addition, the proposal to recast the regulation on funding of European political parties and foundations contains elements which prevent covert funding of the political parties at EU level.
The Commission takes note of the European Parliament’s call to establish an EU authority for financial controls to combat illicit financial practices and interference from Russia and other authoritarian regimes (paragraph 90), however considers that the matter does not necessarily require an authority at EU level and that some national authorities, notably those in charge of fighting money laundering or enforcing sanctions, could be well placed to act. Concerning the call to allocate more resources, this has of course to be seen in the light of their availability (paragraph 90).
VII. Cybersecurity and resilience against cyber attacks
The Commission takes note of the European Parliament’s call to rapidly increase investments in the EU’s strategic cyber capacities and capabilities to detect, expose and tackle foreign interference, such as Artificial Intelligence (AI), secured communication, and data and cloud infrastructure, in order to improve the EU’s cybersecurity (paragraph 94). The Commission would like to draw the European Parliament’s attention to the fact that significant investments have been already made at EU level, with EU cyber capacities supported through EU programmes Horizon Europe and Digital Europe.
The Commission agrees with the European Parliament’s call to invest more in increasing the EU’s digital knowledge and technical expertise and, to the extent possible considering the tight constraints of the EU budgetary framework for 2021-2027, to allocate additional resources, human, material and financial, to cyber threat analysis capabilities, namely the EEAS’s INTCEN, and the cybersecurity of the EU institutions, bodies and agencies, namely ENISA and the Computer Emergency Response Team for the EU institutions, bodies and agencies (CERT-EU), and the Member States (paragraph 94).
As suggested by the recent audit of the ECA[footnoteRef:17], with the growing dependence on digital services (cloud computing, mobile devices, artificial intelligence) and a massive shift towards working from home, the threats have significantly increased in recent years. Additional human, material and financial resources would be needed to reinforce cybersecurity capabilities in the European Institutions, Agencies and Bodies (EUIBA). With regard to the human resources aspect, the stability of EUIBA staffing is also an important condition that is influenced by a number of factors. The market for the recruitment of specialised cybersecurity experts is increasingly challenging. This call for action cannot be addressed to the Commission alone – but to all EUIBAs. It should also be noted that the allocation of additional resources – human, material and financial – remains ultimately within the remit of the budgetary authority. [17:  	Special report 05/2022: “Cybersecurity of EU institutions, bodies and agencies: Level of preparedness overall not commensurate with the threat.] 

The Commission has shown consistent and decisive leadership on cybersecurity, in particular of the EUIBAs. On 22 March 2022, it proposed new rules to establish common cybersecurity and information security measures across the EU institutions, bodies, offices and agencies. The proposal aims to bolster their resilience and response capacities against cyber threats and incidents, as well as to ensure a resilient, secure EU public administration, amidst rising malicious cyber activities in the global landscape. The proposed Cybersecurity Regulation will put in place a framework for governance, risk management and control in the cybersecurity area and it will require EU institutions, bodies, offices and agencies to implement a baseline of cybersecurity measures addressing the identified risks. It will lead to the creation of a new interinstitutional Cybersecurity Board, boost cybersecurity capabilities, and stimulate regular maturity assessments and better cyber-hygiene. It will also extend the mandate of the Computer Emergency Response Team for the EU institutions, bodies, offices and agencies (CERT-EU), as a threat intelligence, information exchange and incident response coordination hub, a central advisory body, and a service provider. Moreover, it will provide CERT-EU with a stable resourcing model in order to fulfil its role.
The Commission welcomes the European Parliament’s support for the NIS2 proposal (paragraph 96). The Commission believes that the final outcome of the ongoing work on the proposal for a new cybersecurity strategy and a new directive on measures for a high common level of cybersecurity across the European Union will address the flaws of the 2016 NIS Directive, by strengthening security requirements, broadening its scope, creating a framework for European cooperation and information-sharing, strengthening Member States’ cybersecurity capabilities, developing public-private cooperation, introducing stricter enforcement requirements and making cybersecurity a responsibility at the highest level of management in European entities that are vital for our society.
Regarding the European Parliament’s call to develop global 6G standards and competition rules, in accordance with democratic values (paragraph 96) the Commission would note that the Smart Networks and Services Joint Undertaking was established in 2021 inter alia to enable European actors to shape global 6G standards. This will ensure that 6G technologies will enable the use cases of the future, but will also be designed based on our common key principles and values such as security, privacy, accessibility and sustainability.
Regarding the European Parliament’s call to promote the exchanges between EU institutions and national authorities about the challenges, best practices and solutions related to the 5G toolbox measures (paragraph 95), the Commission would like to highlight that such collaboration between Commission and MS authorities on the implementation of the 5G cyber toolbox is ongoing in the framework of the NIS cooperation group.
Responding to the European Parliament’s statement that the EU should invest more in its capacities in the area of 5G and post-5G technologies in order to reduce dependencies on foreign suppliers (paragraph 96), the Commission notes that the investment programmes for 5G deployment such as CEF2 Digital, as well as the 6G Programme of the Smart Networks and Services Joint Undertaking, will support technological sovereignty and reduce dependencies on foreign suppliers in this field by building secure 5G infrastructure as well as 6G technology capacities.
Responding to the calls that the EU should step up its international efforts to tackle cybercrime effectively and take the lead in the development of an International Treaty on Cybersecurity that lays down international norms on cybersecurity to fight cybercrime (paragraph 97), the Commission would like to highlight that on 24 May 2022, the Council Decision was adopted authorising the negotiations for a comprehensive international convention on countering the use of information and communications technologies for criminal purposes. This was in the light of the December 2019 Resolution of the United Nations General Assembly to establish an Ad Hoc Committee to elaborate a Comprehensive International Convention on Countering the Use of Information and Communications Technologies for Criminal Purposes.
The Commission takes note of the European Parliament’s call for more investments in European cyber defence capabilities and coordination; and to foster EU training missions and the call for EU funding in this area (paragraph 99). The Commission notes that EU cyber capacities with civil focus are supported through the Horizon Europe and Digital Europe programmes. Cyber defence capabilities (cyber capacities with military focus) are supported by the European Defence Fund. The EU will further develop the EU’s Cyber Defence Policy to protect, detect, defend and deter against cyberattacks. It will boost research and innovation, stimulate the EU's industrial base and promote education and training. It will increase cooperation among the EU and Member States' cyber defence actors and develop mechanisms for leveraging capabilities at EU level, including in the context of common security and defence policy (CSDP) missions and operations. It will also strengthen cooperation with like-minded partners in the area of cyber defence, notably NATO.
Regarding Pegasus, the Commission follows the European Parliament’s work concerning the allegations of illicit use of this surveillance software (paragraph 100) by State entities, including the work of the recently created European Parliament Committee of Inquiry to investigate the use of Pegasus and equivalent surveillance spyware. The Commission stands ready, together with the EEAS, to contribute to the activities of this Committee and looks forward to its conclusions. While national security remains the sole responsibility of each Member State and it is for national authorities to oversee their own services, the Commission is particularly aware of the specific risks faced by journalists and human rights defenders. The Commission encourages Member States to implement legislation and safeguards to protect citizens from unlawful or unjustified surveillance, including any arbitrary or mass surveillance, and recalls that any such policies have to be fully in line with EU law and international human rights law.
The Commission takes note of the European Parliament’s call to draw up a list of illicit surveillance software and continuously update this list (paragraph 98) and to use this list in order to ensure full human rights due diligence and proper vetting of exports of European surveillance technology and technical assistance and imports to Member States, which pose a clear risk to the rule of law The Commission also takes note of the call to review EU investments in NSO Group Technologies and adopt targeted measures against foreign states using software to spy on EU citizens (paragraph 103). The Commission also takes note of the European Parliament’s call to establish an EU Citizens’ Lab, comprising journalists, human rights experts and reverse malware engineering experts, which would work to discover and expose the unlawful use of software for illicit surveillance purposes (paragraph 100).
In its external action, and in line with the current Action Plan on Human Rights and Democracy (2020-2024), the EU stands by the principle that human rights apply online and offline. The EU regularly calls on all States in its bilateral engagements and in multilateral fora to implement legislation and safeguards to protect people from unlawful or unjustified surveillance, including arbitrary or mass surveillance. Any such policies have to be fully in line with international human rights law. The EU will continue to call on States that have allegedly misused Pegasus, including during human rights and political dialogues.
The EU is taking action to ensure that exports of dual technology have tighter controls. Accordingly, as a result of a process of modernisation of the rules on dual-use trade controls of civilian technologies with possible military or security uses, a new EU regulation entered into force on 9 September 2021. The regulation provides specific provisions to ensure that traded digital technologies are used legitimately and with respect for human rights.
Regarding the European Parliament’s call to prevent any use or funding in the EU of illegal surveillance technologies (paragraph 105) and the call to investigate into the unlawful use of spyware in the EU and exports of such software from the EU, the Commission would like to assure the European Parliament that it has never funded projects involving the NSO Group.
Responding to the call to engage with third countries’ governments to end repressive cybersecurity and counter terrorism (paragraph 105), the Commission would like to underline that, together with the High Representative, it will continue to step up its international efforts to tackle cybercrime effectively, including through its capacity-building programs, working together with the Council of Europe. It will also continue its support for the Council of Europe Budapest Convention on Cybercrime, including its additional protocols, as the main multilateral framework for the fight against cybercrime. Based on proposals from the European Commission[footnoteRef:18], on 5 April 2022 the Council decided to authorise EU Member States to sign the Second Additional Protocol to the Budapest Convention on enhanced cooperation and disclosure of electronic evidence. The Council Decision to authorise EU Member States to ratify the Second Additional Protocol has not yet received the consent of the European Parliament. The Commission, on behalf of the European Union, is also taking a leading role in the work of the Ad Hoc Committee to elaborate a comprehensive international convention on cybercrime under the UN Third Committee[footnoteRef:19]. The EU should strengthen and expand its cyber dialogues with third countries to promote its values and vision for cyberspace, sharing best practices, and seeking to cooperate more effectively. [18:  	COM(2021) 718 and 719 final of 21 November 2021]  [19:  	Reference 8796/22 REV 1 + ADD 1 of 24 May 2022] 

VIII. Protection of EU Member States, institutions, agencies, delegations and missions
The Commission is aware of the critical character of its networks, buildings and staff. Regarding the call for a thorough, periodical review of all services, networks and equipment and proper guidance and secure tools for staff including raising awareness and guidance (paragraph 108), the Commission would like to stress that its IT security is based on a risk management process and that the European Commission operates a set of solutions and platforms that provide defence in depth, allowing for the detection of intrusions and for the prevention of malicious acts. It provides its staff with the tools needed to perform their daily tasks in a secure manner in a truly digital workplace, be it in the office, at home or on mission. The corporate Cyber Aware programme in the Commission aims at increasing the awareness of the Commission staff in the field of cybersecurity, highlighting the responsibility of every staff member in contributing to the safeguarding of the Commission assets and systems, while promoting a safe online experience. It has a fully online offer of recurrent key activities, topical events and a constantly updated and expanding offer of tailored information and training for different target audiences. It offers guidance to the Commission staff to inform and empower them to use the different digital tools and services available in a secure and responsible manner, taking into account the sensitivity of the information they are dealing with.
The Commission shares the European Parliament’s views regarding the importance of efficient, timely and close coordination between different EU institutions, bodies and agencies specialised in cybersecurity, such as Computer Emergency Response Team for the EU institutions, bodies and agencies (CERT-EU), alongside the full development of its operational capabilities, as well as the European Union Agency for Cybersecurity (ENISA) and the upcoming Joint Cyber Unit (paragraph 109). The Commission fully understands the importance of timely coordination between entities specialising on cybersecurity and it aspires to create modalities by which the EU can make full use of their collective capabilities and expertise. To that end, CERT-EU and ENISA have signed an agreement on a structured cooperation, enshrined in the Cybersecurity Act [Regulation (EU) 2019/881], to work together on capacity-building, operational cooperation and knowledge and information sharing. Moreover, both entities are included among the actors of the Joint Cyber Unit and are contributing towards its establishment. In response to the recent developments in the geopolitical situation and in line with the spirit of the Joint Cyber Unit Recommendation, relevant cybersecurity EU institutions, agencies and bodies across communities (i.e. the Commission, ENISA and CERT-EU, and including law enforcement and diplomacy (EEAS, Europol EC3 (the European Cybercrime Centre)), have reinforced operational cooperation. This includes acquiring shared situational awareness (i.e. by exchanging information on the latest threat situation), ensuring joint preparedness and coordinating threat response across the institutions, for instance by coordinating cybersecurity assistance to Ukraine. Lessons learned from such closer cooperation will feed into the ongoing process on the establishment of the Joint Cyber Unit.
The Commission takes note of the European Parliament’s call on the Commission and Member States to allocate additional funds and resources to the cybersecurity of the EU institutions in order to meet the challenges of a constantly evolving threat landscape (paragraph 110). The Commission is taking an important step towards enhancing the cybersecurity capabilities of EU institutions, bodies and agencies with a view to positioning them better when facing the challenges of the ever-evolving threat landscape. The proposed Regulation laying down measures for a high common level of cybersecurity at the institutions, bodies, offices and agencies of the Union[footnoteRef:20] will put in place a governance framework and introduce baseline cybersecurity measures while strengthening the role of CERT-EU in conducting the overall compliance oversight. This will create a central coordination hub, advisory body and service provider for EU institutions, bodies and agencies. This is expected to achieve economies of scale, by making better use of collective capabilities and standardised frameworks. [20:  	COM (2022) 122 final] 

Regarding the European Parliament’s call for a thorough investigation of the reported cases of foreign infiltration among the staff of the EU institutions and review and potential revision of human resources procedures, including pre-recruitment screening, to close loopholes enabling foreign infiltration, (paragraph 112), the Commission would like to refer to existing regulations, in particular the rules laid down in the Staff Regulations[footnoteRef:21]. [21:  	Regulation No 31 (EEC), 11 (EAEC), laying down the Staff Regulations of Officials and the Conditions of Employment of Other Servants of the European Economic Community and the European Atomic Energy Community.] 

Regarding security, the Commission has at its disposal specialised services, whose purpose is to safeguard the institution’s staff, information and assets from foreign threat vectors, in close cooperation with Member States’ competent departments/bodies. In addition, the Commission systematically carries out awareness-raising campaigns using security briefings and specialised communication products, in order to raise staff awareness vis-à-vis the risks emanating from information seekers. Such security briefings are delivered to newly recruited Commission officials, but also to wider Commission audiences at regular intervals. In accordance with Article 11 (1) of Decision (EU, Euratom) 2015/444 on the security rules for protecting EU classified information, the Commission services regularly identify and update job positions which require access to classified information or handle large amounts of sensitive information. Staff on those job positions must undergo a security clearance procedure with their country of origin. Taking into consideration the particular situation of Delegations, a security clearance is required for all staff taking up a Commission post in an EU Delegation.
The Commission has also in place dedicated, pre-recruitment screening processes for non-EU citizens or employees of external contractors providing services to the Commission. These screenings aim to ensure that recruiting the candidates concerned does not negatively affect the threat level towards the Commission’s staff, information and assets.
Regarding the European Parliament’s call to raise awareness among the staff through proper training and guidance in order to prevent, mitigate and address cyber and non-cyber security risks (paragraph 113), the Commission would like to refer to its Cyber Aware programme which offers training to all newcomers, including trainees and external service providers, when entering into service. It provides a regular and recurrent offer of training in cybersecurity and security matters, including regular phishing exercises. The Cyber Aware programme offers guidance to the Commission staff to inform and empower them to use the different digital tools and services available in a secure and responsible manner, taking into account the sensitivity of the information they are dealing with. In the Cybersecurity Sub Group of the Interinstitutional Committee on Digital Transformation (ICDT), two task forces (TF4 and TF5) deal with the exchange of experience across EUIBAs in the field of IT security training and cybersecurity awareness-raising. They are looking into building a common baseline across EUIBAs to ensure proper training, guidance and awareness-raising of staff on cybersecurity related matters. The objective is to install a cybersecurity culture across the board in all EUIBAs, with the informed and trained staff as first line of defence.
The Commission takes note of the European Parliament’s suggestions to strengthen monitoring, inter alia through the establishment of a central repository and incident tracking tool, and to develop a shared toolbox to be activated in the event of an RAS alert (paragraph 114). It is important to point out that such work is already underway. The EEAS has continued to increase its capacity and capability to identify, analyse and assess FIMI and shares its insights on a regular basis via the Rapid Alert System. The EEAS is working to create a FIMI Information Sharing and Analysis Center (FIMI ISAC – see above) that would deliver on the call to develop a common methodology and framework to collect systematic evidence of FIMI incidents (as per the EDAP) and to create an appropriate mechanism to systematically collect data on incidents, facilitated by a dedicated Data Space, in order to develop a common understanding of foreign information manipulation and interference (as per the Strategic Compass). Work on a FIMI Toolbox is underway, and the EEAS is discussing the proposal with the EU Member States. It is important to note that in the case of a considerable FIMI incident, the EEAS already leverages the Rapid Alert System to bring points of contact together to discuss situational awareness and response options. Member States are likewise encouraged to use the Rapid Alert System for such cases as appropriate.
With reference to the European Parliament’s call for mandatory transparency rules for trips offered by the foreign countries and entities to the officials of EU Institutions (paragraph 115), the Commission would like to respond that the officials’ mission expenses are governed by Articles 11-13 of Annex VII to the Staff Regulations and are subject to a detailed legal and technical framework.
With regard to Members of the Commission, in line with Article 6(2) of the Code of Conduct for the Members of the Commission, the Commission ensures transparency for all the missions carried out by the Members of the Commission: the Commission publishes an overview of mission expenses per Member every two months, covering all missions undertaken, unless the publication of this information would undermine the protection of the public interest as regards public security, defence and military matters, international relations or the financial, monetary or economic policy of the Union or a Member. Also in line with the above mentioned provision, the Members of the Commission may not accept free travel offered by third parties, including foreign countries, unless in accordance with diplomatic or courtesy usage or if the President of the Commission has authorised it beforehand.
IX. Interference through global actors via elite capture, national diasporas, universities and cultural events
Regarding the calls to encourage and coordinate actions against elite capture such as complementing and implementing unexceptional enforcement of the cooling-off periods for EU Commissioners and high-ranking EU civil servants with a reporting duty after the period, in order to end the practice of ‘revolving doors’, and structured rules to tackle elite capture at EU level and Evaluate whether existing cooling-off requirements are still fit for purpose (paragraph 117), the Commission notes that with regard to members of the EU Institutions, it falls on each individual EU Institution, including the European Parliament, to adopt appropriate rules in this regard for its own, current and former members. In the case of Members of the Commission, a two-year ‘cooling off period’ enshrined in Article 11 of the Code of Conduct for the Members of the Commission (three years for former Presidents of the Commission) applies. Former members have an obligation to seek authorisation of envisaged post term of office professional activities during this period. The length of this period is in line with the highest standards at international level, takes into account the risks at stake and the freedom enjoyed by former members to pursue a professional career and is in line with the period during which former members receive a transitional allowance. Beyond the ‘cooling-off period’, former Members of the Commission must continue to abide, in conformity with Article 245 of the Treaty on the Functioning of the European Union, by the obligation to behave with ‘integrity and discretion’, notably as regards the acceptance of certain appointments or benefits. Any possible breach of these obligations can be brought to the Court of Justice. Former Members of the Commission can continue to contact the services of the Commission to seek advice. The evaluation of a new activity includes the risk of casting doubt on the independent decision-making process of the institution during the term of office of the former Member in relation to links between the previous responsibilities as Member of the Commission and the new activity (see the Commission’s Annual Report on the Application of the Code of Conduct for the Members of the European Commission in 2020 (C(2021)299).
With regard to former staff members, the EU has thorough and robust rules and procedures in place to avoid “revolving doors” situations and protect its legitimate interests.
Under Article 16 of the Staff Regulations for Officials of the EU (SR), former staff members must inform their respective EU Institution (or other EU body, office or agency) if they intend to take up any occupational activity within two years after leaving the service. Each institution must thoroughly assess all risks against the former staff member’s tasks carried out in the last three years of service. When imposing conditions or restrictions, it has to strike a balance between the former staff member’s fundamental right to pursue a freely chosen occupation and the need to protect the institution’s interests.
In line with Article 16 SR, in the first 12 months after leaving their functions, former senior officials are in principle forbidden to engage in lobbying and advocacy vis-á-vis their former institution on matters for which they were responsible during the last three years in the service. In addition, the institution can decide to apply very strict conditions to activities that pose a risk of conflict of interest. For example, for a period of up to two-years after the staff member has left the service, the Commission can often impose the following conditions on its former staff: a ‘cooling off period’ excluding the former staff member from, for instance, professional contacts with staff of its former Directorate-General, or conditions to ring fence the limits of the new occupational activity, such as the prohibition to work on certain matters, cases or files.
Moreover, after leaving the service, staff members remain bound by other obligations unlimited in time: they shall refrain from any unauthorised disclosure of information received in the line of duty, unless that information has already been made public or is accessible to the public (Article 17 SR) and they shall behave with integrity and discretion as regards the acceptance of certain appointments or benefits (Article 16(1) SR).
When the institution becomes aware of potential breaches of the conditions imposed, the institution – in the case of the Commission, the Commission’s Investigation and Disciplinary Office of the Commission (IDOC) - has the power to investigate further and impose disciplinary sanctions, where appropriate.
In response to the call to reform the Transparency Register (paragraph 118), including by introducing more stringent transparency rules, mapping foreign funding for EU-related lobbying, and ensuring an entry which allows for the identification of funding from foreign governments and the calls for effective cooperation among all EU institutions (paragraph 118), the Commission would like to highlight that the Transparency Register has recently undergone a major reform. The Interinstitutional Agreement of 20 May 2021 introduced changes in respect of the exempted status of third countries. The Transparency Register now covers activities of foreign influence carried out vis-à-vis the Union institutions by legal entities, offices or networks without diplomatic status or intermediaries representing the public authorities of third countries, such as professional consultancies or law firms hired by third country governments or public authorities, or third country public-private structures, or foreign investment funds or agencies without diplomatic status. Those actors are now expected to register and provide information in relation to their activities and, in the case of intermediaries, declare on the Transparency Register the clients, namely the foreign governments or public authorities, on behalf of whom covered activities are carried out. The estimated total annual revenue that is attributable to such activities is also declared on the Transparency Register, thereby allowing, where applicable, the identification of funding from foreign governments.
With regard to the European Parliament’s call to build up the infrastructure required to produce evidence-based responses to both short-term and long-term disinformation threats in the Western Balkans (paragraph 123), the Commission would like to advise that there is a needs assessment ongoing on cybersecurity capacities in the Western Balkans (funded by the Commission). The results will inform a potential future cyber capacity building action from early 2023. Action is foreseen to include work on improvement of infrastructure for the recognition and response of cyber threats.
The Commission agrees with the European Parliament’s remarks on the need for the EU to enhance support to Eastern Partnership (‘EaP’) countries in particular through cooperation on building state and societal resilience to information manipulation and interference, including pro-Kremlin disinformation in order to counter the strategic weakening and fragmentation of their societies and institutions (paragraph 124). EEAS Stratcom, in cooperation with civil society and selected government partners in the EaP countries, is developing and conducting training courses and workshops to build the local capacity to detect, analyse and respond to FIMI. The EEAS, in cooperation with Member States, international partners, like-minded countries and organisations and civil society and other stakeholders, is developing a common conceptual framework and methodology, which puts the focus on behaviour as well as content, to capture all facets of information manipulation and interference. EEAS Stratcom is raising awareness to build resilience against foreign information manipulation and interference, by explaining tactics, techniques and procedures used by foreign actors and providing insights on target audiences. The awareness-raising campaign EUvsDisinfo, which has collected more than 13,600 cases of pro-Kremlin information manipulation and interference, and has already attracted over 1.6 million users in the course of 2022, is one such example. EU engagement in the EU neighbourhood area and the Western Balkans and cooperation with international partners is another example.
Responding to the European Parliament’s call on the Commission and Member States to ensure that funding for research of geopolitical concern at European universities comes from European sources; and to propose legislation on increasing the transparency of the foreign financing of universities, as well as NGOs and think tanks (paragraph 128) the Commission would like to refer the European Parliament to the recently published Staff Working Document on tackling foreign interference[footnoteRef:22]. The document raises awareness of the multi-faceted threats that foreign interference can pose to higher education and research institutions and the academic freedom that they enjoy. The document also catalogues actions to be taken to prevent interference, and/or tackle it if it is identified. The document could also be relevant for the European Parliament’s call on the High Representative supported by the EEAS to produce a study into the prevalence and influence of malicious state actors in European think tanks, universities, religious organisations and media institutions (paragraph 134). [22:  	Tackling R&I foreign interference - Publications Office of the EU (europa.eu)] 

Regarding the calls on the Commission and Member States to encourage both academic institutions and the private sector to set up comprehensive security and compliance programmes, including specific security reviews for new contracts (paragraph 129) the Commission would like to note that it is aware that the private sector is vulnerable to the identified threats –not only as a victim, but also sometimes exploited as a channel for interference by malign operators from third countries, and considers it important to raise awareness of such risks (see above).
In respect of the European Parliament’s call to support independent Chinese language courses (paragraph 131) without the involvement of the Chinese State or affiliated organisations; the Commission would like to highlight that its Research Directorate-General is working with Member States to boost Europe’s own expertise competences on the study of Chinese language and culture. Responding to the calls in paragraph 133, the Commission underlines that it pays particular attention to the issue of how the arrest warrants are being used.
X. Deterrence, attribution, collective countermeasures, including sanctions 
The Commission takes note of the European Parliament’s call to take further measures against foreign interference, including large-scale disinformation campaigns, hybrid threats and hybrid warfare, with full respect for the freedom of expression and of information, including in the form of setting up a new sanctions regime and to submit concrete proposals in this regard (paragraph 137). The Commission also takes note of the European Parliament’s call to link the issue of sanctions with other aspects of EU relations with the states behind interference and disinformation campaigns such as Russia and China (paragraph 142).
In the European Democracy Action Plan the Commission stated the need to use more systematically the full range of tools in its toolbox for countering foreign interference and influence operations, and committed to further develop the EU’s toolbox including through new instruments that allow imposing costs on the perpetrators, in full respect of fundamental rights and freedom, as well as strengthening the EEAS strategic communication activities and taskforces.
In response to Russia’s unprovoked and unjustified military aggression against Ukraine where Russia has used information manipulation and interference to justify and facilitate its war of aggression, the EU adopted restrictive measures suspending the broadcasting activities of the Kremlin's disinformation and information manipulation assets RT and Sputnik, just a few days after the start of the invasion of Ukraine.
Building on the commitments of the European Democracy Action Plan, on 8 March 2022, the High Representative/ Vice-President Borrell announced in the European Parliament that he is exploring the possibility of setting up a new horizontal restrictive measures regime that will allow the EU to sanction malign actors, as part of a broader toolbox that will enhance the EU’s capacity to prevent, deter and respond to foreign information manipulation and interference, as part of the Strategic Compass.
The EU is developing and strengthening the EU’s toolbox to prevent, deter and respond to FIMI, with its various response options, to raise the costs for actors who engage in FIMI. This includes strengthened situational awareness, resilience-building, disruption and regulatory approaches as well as diplomatic responses and CFSP (common foreign and security policy) instruments.
Hybrid and cyber-attacks against the Union and its Member States will certainly increase. This is why the Compass commits to strengthening our ability to anticipate, detect and respond to hybrid and cyber threats, including through possible sanctions. Concrete ideas include: an updated Cyber Diplomacy Toolbox and a stronger Cyber Defence policy; new toolboxes to address hybrid threats and FIMI; creation of Hybrid Rapid Response Teams to support Member States, CSDP missions and operations, and partners.
XI. Global cooperation and multilateralism
The Commission takes note of the European Parliament’s call to consider the right international formats to allow for likeminded partners partnership and cooperation (paragraph 146). The Commission and the High Representative, assisted by the EEAS, will continue working with like-minded partners, such as NATO, the G7 as well as with the UN System (Agencies, Special Procedures) civil society and the private sector and increase its efforts within the UN framework to prevent, deter and respond to foreign information manipulation and interference.
Regarding the European Parliament’s call to initiate a process at UN level to adopt a global convention to promote and defend democracy that establishes a common definition of foreign interference (paragraph 146) the Commission would like to highlight that a similar process is already taking place in the form of the UN Global Code of Conduct Against Disinformation and Recommendations following the November 2021 Resolution ‘Countering disinformation for the promotion and protection of human rights and fundamental freedoms’, to which the EEAS has submitted a contribution.
Responding to the European Parliament’s call to establish a European Democratic Media Fund to support independent journalism in enlargement and European neighbourhood countries and candidate countries (paragraph 149), the Commission would like to advise that there is a significant number of initiatives supporting independent media and journalism through the programmes under Neighbourhood, Development and International Cooperation Instrument (NDICI) and Instrument for Pre-Accession (IPA).
The Commission is committed to supporting independent journalism and media outlets in the European neighbourhood and in candidate countries and potential candidates. To this end, increasing amounts have been allocated and new programmes have been launched recently. Substantial support is channelled through the European Endowment for Democracy (EED), which is an independent, grant-making organisation that supports people striving for democracy in the European Neighbourhood - the Eastern Partnership, Middle East and North Africa, the Western Balkans and beyond. EED provides flexible support to democracy activists, complementing other EU and EU Member State democracy support programmes. The main areas covered are capacity-building of civil society organisations and independent media, non-political constituency building and strengthening active citizenship. In addition, the Commission is also working with international and local partners to provide tailored, country-specific as well as regional support. There are dedicated capacity-building programmes on the regional level as well as in Armenia, Belarus and the Republic of Moldova. In the enlargement region, for example, a project on “Support to Media Freedom and Pluralism in the Western Balkans” is implemented by GIZ, Deutsche Welle and Internews (EUR 10 million, 2022-2025). In the Southern Neighbourhood, supporting Freedom of Expression and independent media is among the top priorities on the EU external action agenda. We are for instance providing “Core Support for Independent Media in the Southern Neighbourhood” through a project with International Media Support in partnership with Free Press Unlimited (EUR 9 million, 2021-2026).
Regarding the European Parliament’s call for the EU and its Member States to deepen cooperation with Taiwan in countering interference operations and disinformation campaigns from malign third countries (paragraph 152), the EEAS already considers cooperation with likeminded international partners – including in the Indo-Pacific region – to be of key importance in addressing foreign information manipulation and interference. According to the Joint Communication on the EU's Indo-Pacific Strategy, adopted on 16 September 2021, the EU will help combat foreign information manipulation and interference by state and non-state actors in the Indo-Pacific region. The EU will expand expert networks in the region, share information and experience with likeminded partners, and raise awareness of information manipulation and interference.
The EU is actively financing projects aimed at ensuring media freedom, strengthening civil society and the rule of law, and enhancing cooperation on media, digital and information literacy (paragraph 151) The recently adopted (December 2021) Civil Society and Media Facility for Western Balkans and Turkey for 2021-2023 foresees a total EU contribution of EUR 218.5 million to support a conducive environment for civil society and strengthen cooperation between Civil Society Organisations (CSOs) and Instrument for Pre-Accession (IPA) beneficiary authorities/institutions across various thematic areas. It will reinforce CSOs and media capacities and resilience, foster an enhanced enabling environment for free expression, and support independent media and journalism. In the Southern neighbourhood, attention is paid to empowering young men and women in the Neighbourhood south to participate in public affairs and address social challenges in an informed manner by using online media as a vector through the DJill/Youthroom project (EUR 2 Million, 2018-2022) led by the Agence française de coopération medias.
The Commission welcomes the European Parliament’s call to improve the institutionalised exchange between the Commission, the EEAS and European Parliament through INGE (paragraph 156) and looks forward to working closely with the ING2 committee, which continues INGE’s valuable and topical work. 
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