[bookmark: Desinformation]Follow-up to the European Parliament non-legislative resolution on foreign interference in all democratic processes in the European Union, including disinformation
1. Rapporteur: Sandra KALNIETE (EPP / LV)
2. Reference number: 2022/2075 (INI) / A9-0187/2023 / P9_TA(2023)0219
3. Date of adoption of the resolution: 1 June 2023
4. Competent Parliamentary Committee: Special Committee on foreign interference and disinformation, and the strengthening of integrity in the European Parliament (ING2)
5. Brief analysis/ assessment of the resolution and requests made in it:
The resolution builds on the first European Parliament’s resolution on the subject[footnoteRef:2] and concludes more than 2,5 years of work on assessing the effect of and developing strategies and approaches to counter foreign interference and information manipulation, including from Russia, China,[footnoteRef:3] Turkey and Belarus. The document calls for the ‘whole of society’ approach and EU coordinated strategy against foreign interference, which would include a policy shift from the current country-agnostic approach towards a risk-based approach and would involve global cooperation with like-minded partners. It recommends strengthening societal and inter-institutional resilience against foreign interference, stepping up cooperation with online platforms to fight disinformation and suggests to further protect critical infrastructure and strengthen cybersecurity. It proposes measures protecting electoral processes and prohibiting covert funding of political activities by foreign actors. It also deals with interference via elite capture, national diasporas, universities and cultural events and recommends sanctions against foreign interference. The resolution expresses concern about the impact of disinformation on the rights of minorities and other vulnerable groups and in the accession countries. [2:  	See: European Parliament resolution of 9 March 2022 on foreign interference in all democratic processes in the European Union, including disinformation (2020/2268 (INI))]  [3:  	The report expresses concerns about partnerships between universities with Chinese entities, including Confucius Institutes] 

6. Response to requests and overview of action taken, or intended to be taken, by the Commission:
I. Need for an EU coordinated strategy against foreign interference
The Commission takes note of the call to ensure that all measures taken to protect the EU against foreign interference and information manipulation include strong and resolute safeguards to fundamental rights (paragraph 5). The European Democracy Action Plan is a based on the ‘whole of society’ approach to counter disinformation and foreign interference, increase citizen engagement, increase resilience of elections and promote democratic participation, promote free and pluralistic media and strengthen societal resilience, including by increasing media literacy. In addition, the announced ‘Defence of Democracy’ package aims to bring to light foreign interference in full respect of fundamental rights and to build resilience from within by encouraging inclusive civic engagement and effective citizen participation (paragraph 22). The Commission is currently assessing possible options, including placing emphasis on establishing the necessary safeguards, ensuring proportionality, non-stigmatisation and respect for fundamental rights.
Regarding the call to present specific recommendations to move from a country agnostic approach to a risk-based approach (paragraph 6), the Commission is currently preparing an impact assessment for a possible legislative component of the ‘Defence of Democracy’ package, where the angle of intensifying geopolitical competition will be taken into account. In addition, in the first Report on Foreign Information Manipulation and Interference Threats of the European External Action Service (EEAS), Russia and China have been explicitly identified as proven persistent Foreign Information Manipulation and Interference (FIMI) actors.
On the call to strengthen independent Russian-language media and communication channels (paragraphs 8 and 92), the Commission is aware of the difficulties faced by Russian independent media and remains committed to supporting them, including through dedicated funding programmes covering both emergency and relocation as well as longer-term structural needs. Both the Commission services and the EEAS, in close coordination with other partners, are looking at options on how best to ensure that appropriate support is available. In July 2023, thanks to the support of the Parliament, the Commission announced increased EU support for existing and established independent Russian and Belarusian media working in the EU that maintain significant audiences back home.[footnoteRef:4] The EEAS has stepped up efforts to expose Kremlin manipulations and has strengthened the proactive communication, including in Russian and Ukrainian and major EU languages, for instance via the EUvsDisinfo channel. [4:  	The Free Media Hub EAST project, led by the Prague Civil Society Centre, is set to award over EUR 2.2 million in grants, provide assistance and psychological support, invest in technological solutions and strengthen cooperation between local hubs where these exiled media are located in the EU (mainly Czechia, Germany, Poland, Latvia, Lithuania). See: https://digital-strategy.ec.europa.eu/en/news/new-media-hub-support-independent-russian-and-belarussian-journalists-eu] 

The Commission takes note of the suggestion to establish a Centre for Information Integrity (paragraph 10). It will assess this proposal bearing in mind that numerous Commission services and the EEAS are already active in this field and that this should not be duplicated.
[bookmark: _Hlk138427420]The Commission takes note of the Parliament’s call for Article 222 of the Treaty on the Functioning of the European Union (TFEU) to be amended to include foreign interference (paragraph 11) but notes that such modification would require a Treaty change.
II. Resilience
On building expertise on strategic communication and public diplomacy (paragraph 25), it should be noted that Stratcom capabilities in countering FIMI for the Common Security and Defence Policy (‘CSDP’) missions and operations in Africa have been recently reinforced. This includes pilot projects to build civil society’s capacity to address FIMI (paragraph.27), in cooperation with EU Delegations in Africa. In the same vein, CSDP missions in the Eastern Partnership countries (Georgia, Armenia, Ukraine, and the newly established one in Moldova) as well as the maritime operations (Irini and Atalanta) have been reinforced with analytical capabilities to detect, analyse and expose FIMI in their areas of operations. This resulted in an increased situational awareness on the ground and new tools to counter foreign information manipulation. In the Western Balkans, he EEAS Stratcom efforts focus now on raising awareness and building resilience to FIMI.
[bookmark: _Hlk138356060]On the call to include in the Commission’s assessment of rule of law the dimension of spyware surveillance of journalists and civil society organisations (paragraph 31), the Commission condemns any illegal interference in personal communications. As noted in the 2023 Rule of Law Report, even where the use of spyware is linked to national security, there is a need for national checks and balances to ensure that safeguards are in place. Building on the 2022 resolution, the 2023 resolution identifies new developments related to the alleged illegal use of spyware (such as ‘Pegasus’ or equivalent surveillance spyware) against journalists, lawyers, national politicians, MEPs and citizens in several Member States.
Regarding the call to put in place measures to protect the media and its workers (paragraph 34); the Commission would like to stress that its proposal for European Media Freedom Act (‘EMFA’) provides for a structured dialogue which serves to monitor adherence to self-regulatory initiatives aimed at protecting society from harmful content, including disinformation and foreign information manipulation and interference. The monitoring exercise also explicitly includes a detailed analysis of risks of foreign information manipulation and interference.
On the suggestion that provisions on surveillance should not legitimise the use of spyware against individuals, notably journalists (paragraph 34), it should be noted that the proposal for EMFA sets clear limits to the deployment of spyware, restricting it to grounds of national security or serious crimes investigations, respectively as far as the deployment is compliant with Article 52(1) of the Charter of Fundamental Rights and other Union law.
On the call for the establishment of ‘mirror clauses’ and the encouragement to develop an EU-wide regulatory system to prevent media companies that are under the editorial control of foreign governments or owned by high-risk foreign countries from acquiring European media companies (paragraph 37), the Commission would like to point out that the proposed EMFA provides that a national media regulator or body can request accelerated cooperation or mutual assistance from another media regulator or body, where it considers that there is a serious and grave risk of prejudice to the functioning of the internal market for media services or a serious and grave risk of prejudice to public security and defence. This allows, for example, for better enforcement of restrictions of the retransmission of content that have been adopted by the requesting authority.
Additionally, according to the proposed EMFA, the Board shall coordinate measures by national regulatory authorities or bodies related to the dissemination of or access to media services provided by media service providers established outside the Union, that target audiences in the Union where, inter alia, in view of the control that may be exercised by third countries over them, such media services prejudice or present a serious and grave risk of prejudice to public security and defence.
III. Interference using social platforms
The Commission takes note of the call to work together with the Member States and tech companies and to invest more resources in developing regulatory and technological remedies to Artificial Intelligence (‘AI’) powered disinformation (paragraph 43). The Code of Practice on disinformation provides an important forum to discuss and address the risks presented by generative AI specifically regarding disinformation. The Task Force of the Code aims at adapting the Code in view of technological, societal, market and legislative developments, including, as a key priority the issue of generative AI. Major services that incorporate AI technologies are Signatories of the Code. In the upcoming reporting exercise under the Code, the Commission expects them to provide robust information on identified risks and their policies addressing the malicious use of AI generated and manipulated content to disseminate disinformation.
Regarding the calls to ensure that X, formerly known as Twitter, abides by EU standards (paragraph 51), the Commission notes that while the Code is voluntary, compliance with the Digital Services Act (‘DSA’) is not. This includes the obligation of Very Large Online Platforms (‘VLOPs’), such as X, formerly known as Twitter, and very large online search engines (‘VLOSEs’) to assess and mitigate systemic risks, including disinformation. It also includes an obligation to provide access to data to vetted researchers so they can conduct research that contributes to the detection, identification and understanding of systemic risks in the Union and to the assessment of the adequacy, efficiency and impacts of the risk mitigation measures that VLOPs and VLOSEs employ. The Commission will also maintain and publish a database which contains the decisions and statements of reasons of the providers of online platforms when they remove or otherwise restrict availability of and access to information.
The Commission takes note of the calls to consider any potential regulatory gaps to address platforms that fail to comply with commitments under the Code as well as calls to encourage remaining relevant stakeholders to sign and fully comply with the Code (paragraphs 53 and 54). Since the presentation of the updated Code in June 2022, ten new Signatories have signed, bringing the number to 44. In line with their commitments under the Code, signatories are making increased efforts to invite new relevant stakeholders to join the Code of Practice, in particular VLOPs named under the DSA which are not yet signatories.
The Code goes hand-in-hand with the DSA. The DSA encourages the use of co-regulatory measures, such as codes of conduct, which aim at building good practices and fostering cross-industry cooperation. The 2022 Code has been strengthened with the aim of becoming part of the co-regulatory regime for Very Large Online Platforms provided for in the DSA. Under the DSA, the Commission and the Board of Digital Services Coordinators will encourage and facilitate the drawing up of voluntary codes of conduct. The Commission and the Board will assess the existing Codes of Conduct, in order to ascertain whether they fulfil the conditions of the DSA. The DSA recognises the participation in such Codes of Conduct as a potential risk mitigation measure against systemic risks, such as disinformation.
Under the DSA, the Commission has direct supervision and enforcement powers for VLOPs and VLOSEs. In case of non-compliance, it may impose fines on the provider of VLOPs and VLOSEs of up to 6% of the total worldwide annual turnover of the providers. Where all powers of the Commission to put an end to an infringement of the DSA have been exhausted and the infringement persists and causes serious harm, which cannot be avoided through the exercise of other powers, the Commission may request the Digital Services Coordinator of the Member State of establishment to request the competent judicial authority of its Member State to order the temporary restriction of access to the service concerned.
IV. Critical infrastructure and strategic sectors 
The Commission takes note of the calls to come forward with additional proposals building resilience of civil society organisations and to extend the list of critical entities under the Directive on measures for a high common level of cybersecurity across the Union (NIS2 Directive) to include digital election infrastructure and education systems (paragraph 61). The NIS2 Directive, which entered into force in January 2023, includes strengthened rules ensuring the cybersecurity of sectors most vital for the functioning of the economy and society. It covers an expanded number of sectors and types of entities, among others, central and regional level public administration, entities providing digital infrastructure or manufacturing computer and electronic products, including hardware that could be used in the election process. In view of the latest geopolitical developments, it is crucial for Member States to speed up implementation with a view to boosting the physical and cyber resilience of their critical infrastructure, including election infrastructure. The Commission remains committed to supporting Member States in this process.
A further initiative is the Commission’s proposal for a Cyber Resilience Act, which would introduce mandatory cybersecurity requirements for manufacturers and developers and vendors of products with digital elements, including software in support of election processes. Once adopted, it will reduce the vulnerabilities of election infrastructure, including for instance the risk of election machines being leveraged by malicious cyber threat actors to interfere with electoral processes. On 18 April 2023, the Commission also presented the Cyber Solidarity Act and launched a Cyber Skills Academy to further reinforce the EU’s capacities in this area.
[bookmark: _Hlk138367590]Responding to the call to develop ambitious binding Information and Communication Technology supply chain security legislation, and a stronger regulatory framework to the Foreign Direct Investment Screening Regulation (paragraph 62) the Commission would like to point to its current policy addressing foreign direct investment (‘FDI’), i.e. Regulation EU 2019/452 (‘FDI Regulation’) which entered into force in October 2020. It establishes an EU framework and common criteria to identify and address potential threats to security or public order related to the acquisition of strategic assets, while at the same time remaining open to FDI. It is for Member States and the Commission to assess, on a case-by-case basis, whether a specific acquisition threatens security or public order and, if so, to suggest appropriate measures to mitigate those risks. The prohibition of FDI should be considered only in cases where the mitigation of risks does not seem possible.
Non-discrimination between foreign (non-EU) investors is a key principle of the regulation. The sole grounds for screening a foreign investment are risks to security and public order, assessed case-by-case, regardless of the foreign investor’s origin. However, in view of the military aggression against Ukraine, in April 2022 the Commission published guidance for EU Member States relating to FDI from Russia and Belarus and called upon them to “systematically use their screening mechanisms to assess and prevent the threats related to Russian and Belarusian investments on grounds of security and public order”. As announced in the recent Joint Communication of the Commission and High Representative of the Union on the European Economic Security Strategy of 20 June 2023, the Commission will table a legislative proposal to revise the EU FDI Screening Regulation. In this regard, the Commission takes good note of the Parliament’s recommendations, including the call for strengthening the FDI Regulation. Regarding the recommendation concerning the control of outbound investments, as stated in the Joint Communication, the Commission is committed to examining the security risks that can result from outbound investments, in liaison with the Member States.
Responding to the calls to exclude the use of equipment and software from manufacturers based in high-risk countries, particularly China and Russia (paragraph 63), the Commission is committed to ensuring that its staff and information are well protected against increasing cyber threats and incidents, including government sponsored cyber-espionage operations or disinformation campaigns. In order to reduce the risk, it has put in place several mitigation measures at all levels, including device configuration, regular scanning for vulnerabilities/ patching, continuous monitoring of the network, infrastructure and the end-user devices, detection of any anomalies or suspicious operations and IT security incident response. The Commission’s Corporate Management Board agreed to suspend the use of the Tik Tok mobile application on its corporate devices and on personal devices enrolled in the Commission mobile device service. The measure is in line with the Commission’s strict internal cybersecurity policies for use of mobile devices for work-related communications.
[bookmark: _Hlk138368210]On the resilience of subsea infrastructure protection, and the call to improve coordination and information sharing, to advance monitoring capabilities together with industry, to strengthen response mechanisms and to embed this issue in all aspects of external action (paragraph 65) the Commission would like to indicate that in addition to the Joint Communication on the update of the EU Maritime Security Strategy (EUMSS), an action plan was drafted. Regular reporting on the action plan takes place in the framework of the dedicated EU Maritime Security Strategy Working Party. The Commission stands ready to regularly and in due time update the Parliament on progress.
On the call urging the Member States and the Commission to halt all fossil fuel imports into the EU from autocratic regimes and to move towards sustainable energy sovereignty (paragraph 66 ), the Commission would like point to its REPowerEU Plan from May 2022. It aims to rapidly reduce the Union’s dependence on Russian fossil fuels by fast forwarding the clean energy transition with increased ambitions as regards renewables and energy efficiency. Compared to 2021, EU imports of Russian gas decreased from more than 40% of total EU gas consumption to 15% (March 2023). Moreover, EU sanctions successfully led to a complete phase out of EU dependency on Russian coal, while EU imports of Russian oil products have decreased from 27% of total EU consumption to 6% (January 2023).
V. Interference during electoral processes
The Commission takes note of the calls to enhance the Authority for Political Parties and Foundations toolbox and to enable the effective tracing of donations to the ultimate payer (paragraph 69). Regulation 1141/2014 on the statute and funding of European political parties and foundations contains several safeguards against foreign interference. The Commission’s proposal for the recast of this regulation aims at closing loopholes in this area and strengthening the legal framework further. The proposal envisages a new due diligence mechanism for intra-EU donations over a certain threshold, and related new investigative powers for the Authority, which should help in preventing the use of European strawmen to channel donations coming from outside the Union. Under this due diligence mechanism, the Authority would be able to investigate any prima facie irregularities and, where it has grounds to believe that a donation has been granted in violation of the regulation, would be entitled to request information directly from donors. The proposed introduction of a nuanced sanction regime would further empower the Authority and make it more proportionate and fit for purpose. The recast also envisages strengthened cooperation between the Authority and the Authorising Officer of the European Parliament on the coherent and consistent interpretation and implementation of the regulation.
On the involvement of the European Parliament in the European Election Network (paragraph 70), the Commission would like to point out that it has been seeking to actively involve the European Parliament in the activities of the network, particularly in the preparations of the next European elections.
Concerning the calls on the Commission to draw up a code of good practice on social media applicable to public representatives and authorities (paragraph 70), the Commission would like to stress that the strengthened Code of Practice on Disinformation applies to disinformation from all sources, including public representatives and authorities.
The Commission welcomes the calls to identify common EU rules on political campaigning and political party financing that would apply to national electoral laws in all Member States (paragraph 74). The Commission supports exchanges of information on political financing rules, including on foreign funding, in the framework of the European Cooperation Network on elections. Member States can also use the joint mechanism on election resilience to build their capacity to address foreign interference, discover covert political funding or ensure effective implementation of their electoral rules online. The Defence of Democracy package is expected to include recommendations on inclusive and resilient electoral processes aiming to promote high standards on European elections and other elections and referenda at national level, drawing among others on the discussions in the European Cooperation Network on elections. The proposed Regulation on Transparency of Political Advertising will increase transparency of political ads also during the electoral processes and will empower the voters to understand better who paid for an ad, why they see an ad and what methods were used to target a voter with this specific ad, among others.
VI. Cybersecurity and resilience in respect of cyber attacks related to democratic process
The Commission takes note of the calls to strengthen the resilience and protection capabilities of EU institutions in the digital domain, in particular ahead of the elections to the European Parliament (paragraph 78). To mitigate the cybersecurity risks and operationally address the potential cyber security threats linked to the elections, the European Institutions will rely on the current and forthcoming cooperation and coordination frameworks.
In March 2022, the Commission proposed a regulation for information security and a Cybersecurity Regulation for European Institutions, Bodies, Offices, and Agencies (‘EUIBAs’) establishing common rules for information categorisation and classification and a framework for the inter-institutional cybersecurity risk governance, management and control. The aim is to strengthen cooperation, coordination, resilience to cyber threats/attacks and minimise risks. Once in force, this will further strengthen the overall preparedness and level of cybersecurity of the European Institutions, including towards the elections to the European Parliament.
The Computer Emergency Response Team – European Union (‘CERT-EU’) will continue to be at the centre of operational activities in its role of contributing to the security of the Information and Communication Technology (‘ICT’) infrastructure of the European Institutions, Bodies, Offices and Agencies and helping them to prevent, detect, mitigate and respond to cyber threats/attacks, exchanging cybersecurity information and facilitating a coordinated incident response.
[bookmark: _Hlk138427034][bookmark: _Hlk138426678]Responding to calls to inform the Parliament regularly about future findings concerning cybersecurity and information security in the EU and to propose solutions to fill potential gaps in the institutional landscape on cybersecurity (paragraphs 80 and 81), the Commission would like to underline that high common levels of cybersecurity are essential to safeguard the European public administration. To this end, it adopted the proposal for a EUIBA Regulation. The regulation aims, among others, at formalising the layer of information exchange, also building on synergies which exist today. The objective is to foster cooperation among the stakeholders in the cybersecurity community, and to enable the existing networks in realising their full potential in protecting the Union. The Commission welcomes the progress achieved to date and will continue to support the co-legislators to reach a balanced compromise, which acknowledges the differences among Union entities and respects their institutional autonomy, as well as the principles of cooperation and trust, operational, and resource efficiency. Further synergies will also be promoted by the interinstitutional Cybersecurity Board, tasked with monitoring the implementation of the regulation by the Union entities, and an extended mandate for CERT-EU as a threat intelligence, information exchange and incident response coordination service, a central advisory body, and a service provider. Furthermore, the High Representative in cooperation with the Commission and the Member States continues to monitor cyber threats targeting and affecting our democratic processes, making full use of the range of diplomatic measures set out in the recently revised EU Cyber Diplomacy Toolbox.
With regard to the calls to strengthen cyber-related controls on strategic communication channels (paragraph 82), the Commission is currently developing risk scenarios for critical infrastructure of importance to military communication and mobility to target preparedness actions including through penetration testing. By 2024, the EEAS and the Member States will implement a cyber-security strategy for civilian Common Security and Defence Policy (‘CSDP’) missions, increasing cyber security training and exercises targeting all mission staff. By 2025, the EEAS and the Member States will implement a Rapid Deployable Communication and Information System to securely connect force and mission headquarters in the theatre of operations with Brussels.
VII. The impact of interference on the rights of minorities and other vulnerable groups
Responding to the recommendation to strengthen partnerships with non-governmental organisations (‘NGOs’) and international organisations working in the field of monitoring child labour (paragraph 88), the Commission would like to underline that it works closely with international organisations to help tackle child labour, including the International Labour Organization, to combat child labour in supply chains. The Commission also works within international and multilateral fora to support the implementation of UN instruments on decent work, such as actively contributing to setting labour standards through the International Labour Organization and promoting global business standards as highlighted by the recent adoption of the updated Guidelines for Multinational Enterprises on Responsible Business Conduct of the Organization for Economic Cooperation and Development (OECD).
The Commission takes note of the call to develop and implement strategies to hinder the financing of individuals or movements that actively spread disinformation or participate in information manipulation targeting LGBTIQ+ people, women’s rights, minorities, refugees, people with disabilities and issues affecting them (paragraph 90). As announced in the LGBTIQ Equality Strategy 2020-2025, the Commission adopted a European Democracy Action Plan to inter alia counter disinformation and information manipulation in general and with particular regard to safeguarding fundamental rights.
In addition, and in support of the Commission’s efforts in the Presidency conclusions on the safety of LGBTI persons in the European Union (9 June 2023), 25 delegations condemned the Russian war of aggression against Ukraine and acknowledged with concern the increased risk of stigmatisation, violence, harassment and discrimination, including for LGBTI persons, arising from the war, as well as the increased levels of disinformation, that may follow in its tracks. The same delegations committed to counteract the spread of conspiracy narratives and malign information influence relating to LGBTI persons and to protect persons and communities affected by such phenomena, for instance by building capacity to identify, prevent and counter foreign interference, information manipulation, misinformation and disinformation, with due respect for fundamental rights, including the right to freedom of expression and information.
VIII. Interference through global actors via elite capture, national diasporas, universities and cultural events
On introducing more stringent transparency rules and mapping of foreign funding for EU-related lobbying, including of academic and research institutions (paragraphs 95 and 103), the Commission would like to refer to the ongoing work on an upcoming Defence of Democracy Package which would equip the EU with a new generation of transparency tools. Options for such tools are currently being assessed with the objective to shed light on foreign interference while remaining committed to fundamental rights, including freedom of expression, freedom of opinion, freedom of association and academic freedom.
As regards EU institutions, the Commission, jointly with the European Parliament and the Council, introduced more stringent transparency rules by means of the adoption of the Interinstitutional Agreement on the Transparency Register in 2021. It already covers activities of foreign influence carried out vis-à-vis the Union institutions by legal entities, offices or networks without diplomatic status or intermediaries representing the public authorities of third countries.
The Commission takes note of the recommendation that a specific foreign influence section be inserted in the EU Transparency Register (paragraph 98). As per usual diplomatic relations and practices, the Transparency Register excludes the activities of third countries including their diplomatic missions and embassies. Applicants and registrants are subject to strict information requirements, including enhanced disclosure requirements for funding information. When registering, civil society organisations, consultancies, agencies, foundations, think tanks and private companies receiving foreign funding are required to provide transparent information on their sources of funding according to the type of interests they represent.
On the calls on the Secretariat of the EU Transparency Register to ban any entities with direct or indirect relations with the Government of Russia and Belarus (paragraph 99), while the Secretariat does not have the power to ban entities from registering as such, it has the possibility of removing registrations of undue foreign influence. This has been the case with respect of registrants established in the Russian Federation. There are currently no registrants in the Transparency Register established in Belarus. In addition, the Commission has issued internal instructions to staff to refrain from holding meetings or engaging in any other contacts or interactions with organisations or individual lobbyists representing Russian interests. The European Parliament and the Council have put in place similar internal instructions.
Responding to paragraph 96, the Commission would like to indicate that on 3 May 2023 it delivered on updating the EU legislative framework for combating corruption. The proposal for a Directive on combating corruption aims to prevent corruption and build a culture of integrity, update and harmonise corruption offences and sanctions and ensure effective investigations and prosecution of corruption. It targets all forms of corruption as an enabler of hostile foreign interference. The proposal seeks to ensure that trading in influence is a criminal offence across the EU, including at the instigation of third countries or their representatives. The proposal requires Member States to take adequate measures to prevent corruption, including by having in place effective rules regulating the interaction between the private and the public sector.
Regarding the call to tighten Commission’s rules to prevent elite capture by autocratic or high-risk governments or entities under their control (paragraph 96), the Commission recalls that the ethical behaviour of political decision-makers is of utmost importance for the credibility of the European Institutions. The creation of an Ethics Body common to all EU institution, as proposed by the Commission on 8 June 2023, will contribute to a common ethics culture of Members of all institutions and will provide more clarity on what is, and is not, acceptable.
Regarding the Members of the Commission, the Treaties provide that their independence must be beyond doubt and that Commissioners must behave with integrity and discretion throughout and after the end of their term of office. The obligation of professional secrecy also applies to Commissioners. The Code of Conduct for Members of the European Commission adopted in 2018 requires Members to pursue the general interest of the European Union, and not the interests of an individual Member State, a third country, a political party or the private interests of third parties. With regard to post-mandate activities, it provides for a two-year scrutiny period (three years for the former Commission President). Members are obliged to notify the professional activities in which they intend to engage during this period.
On the EU civil service, staff of all institutions are subject to the common and detailed ethical obligations enshrined in the Staff Regulations. They are required to be independent, impartial, objective and loyal to the institutions for which they work. Any failure by an official or former official to comply with his obligations under the staff regulations, whether intentionally or through negligence on his part, shall make him liable to disciplinary actions.
In the context of the calls for the establishment of a new permanent sanctions regime dedicated to targeting individuals and entities responsible for large-scale corruption (paragraph 96), on 3 May 2023, the High Representative of the Union for Foreign Affairs and the Commission proposed the adoption of a horizontal, thematic sanctions framework to strengthen the possibilities for the EU to act against corruption outside of the EU. The EU would be able to target serious acts of corruption worldwide, regardless of where they occur, when there is a risk to the objectives of the Common Foreign and Security Policy.
In concrete terms, the proposals provide for a travel ban, the freezing of funds and economic resources and the prohibition to make those available to natural and legal persons, entities or bodies responsible for such serious acts of corruption worldwide. For the moment, the proposal includes no listings - any future proposals for listings would need to be adopted by the Council by unanimity. Concerning the scope of the proposal for the Regulation, inspiration was drawn from the UN Convention on Anti-Corruption (‘UNCAC’), and notably the behaviour for which criminalisation is mandatory under the UNCAC. In terms of next steps, it is now for the Council to consider (and adopt) these proposals.
The Commission takes note of the calls to find proper ways to ensure that information on the beneficial ownership of companies is accessible to the general public and to propose measures under the Anti-Money Laundering Directive (AMLD) with a view to limiting the use of cash so as to discourage the use of illegitimate money (paragraph 97). In July 2021, the Commission presented an ambitious package of legislative proposals to strengthen the EU’s anti-money laundering and countering the financing of terrorism (‘AML/CFT’) rules. On public access to beneficial ownership information, the judgment delivered by the Court of Justice on 22 November 2022 in joined cases WM (C-37/20) and Sovim SA (C-601/20) versus Luxembourg Business Registers led to the invalidation of the provision of the 5th Anti-Money Laundering Directive (AMLD5) whereby Member States must ensure that the information on the beneficial ownership of corporate and other legal entities incorporated within their territory is accessible in all cases to any member of the general public. It is important to note that the Court did not invalidate public access altogether, but reinstated the framework that existed before AMLD5, in which the public must demonstrate a legitimate interest to access data. On cash, the legislative proposals included the introduction of an EU-wide upper limit to large cash payments of EUR 10 000 while allowing Member States that have lower limits at national level in place to maintain them. Such an upper limit will have a significant dampening effect on money laundering/financing of terrorism in the EU, while maintaining the status of the euro as legal tender. The Commission is committed to working with the European Parliament and Council to ensure that the future regulatory framework ensures transparency in line with the Charter of Fundamental Rights and in full compliance with the recent Court ruling.
The Commission takes the calls for more transparency in foreign partnerships in research and innovation very seriously (paragraph 101). The Commission is currently organising a Mutual Learning Exercise on Addressing R&I Foreign Interference, which began on 28 April 2023 and which involves 12 Member States. The exercise and focuses on awareness raising, understanding and identification of foreign interference threats and implementation of preventive measures.
The Commission takes note of the calls to step up the role of ethics and security officers in higher education institutions and to further develop guidelines for trusted research and knowledge security (paragraph 103). The Commission’s guidelines on tackling R&I foreign interference start the process in which several actions are underway, for example the Mutual Learning Exercise. The Commission considers that, while the EU complements the activities of Member States and universities, more is needed to raise awareness and build resilience of the R&I sector across Europe.
[bookmark: _Hlk139354232]Regarding the calls on the Commission to examine the so-called Chinese overseas police service stations inside the EU (paragraph 105), the Commission would like to respond that the EU firmly opposes any attempted foreign interference, threats or intimidation on the sovereign territory of its Member States. The Commission is following closely the reports on China’s Public Security Bureaux/overseas police stations allegedly established in several EU Member States. However, it is the Member States’ primary competence to maintain law and order and the safeguarding of internal security on their own soil.
IX. Deterrence, attribution, collective countermeasures, including sanctions
[bookmark: _Hlk137650040]On the calls to cooperate more closely with Member States on imposing and implementing sanctions (paragraph 111), the Commission would like to indicate that it regularly prepares the proposals for regulations on sanctions for adoption by the Council of the European Union. While the Member States have the primary responsibility for the implementation and enforcement of EU sanctions, the Commission monitors their correct and uniform implementation. In that capacity, it is increasingly supporting Member States in their efforts to apply sanctions, by issuing guidance and answering questions of interpretation raised by national competent authorities, as well as economic and humanitarian operators. It is also further strengthening its cooperation with Member States, in particular, through the High-Level Group on Union Restrictive Measures.
[bookmark: _Hlk139354491]The Commission takes note of the calls to include satellite broadcasting in the sanctions packages against Russia, the GRU (the Russian military intelligence service) affiliated ‘news agency’ InfoRos and to include all prominent Kremlin propagandists on EU lists of sanctioned individuals (paragraph 111). The EU will continue to take action to address the Russian Federation's systematic, international campaign of media manipulation and distortion of facts aimed at destabilising its neighbouring countries as well as the EU and its Member States. As part of the 11th package of sanctions on Russia adopted on 23 June, the Council extended the broadcasting ban to five additional Russian outlets and imposed restrictive measures on more actors involved in disinformation, including a television and radio company linked to the Russian armed forces, media executives, propagandists and other individuals responsible for disinformation. Decisions on restrictive measures are adopted by the Council by unanimity.
With regard to the calls on the Commission to assess the possibility of the European Public Prosecutor’s Office (‘EPPO’) being tasked with ensuring the consistent and uniform investigation and prosecution of criminal offences and penalties throughout the EU (paragraph 112), the EPPO is already competent to investigate and prosecute certain cases of violations of sanctions, when they are ‘inextricably linked’ to crimes affecting the EU budget. This role is acknowledged by the proposed Directive on sanctions violations. In accordance with Article 86 TFEU, the competence of the EPPO can be extended to areas of ‘serious crime’ with a cross-border dimension. Such a possible extension would require a decision of the European Council, by unanimity after having obtained the consent of the European Parliament and having consulted the Commission. In any event, the Commission stresses the importance for the European Parliament and the Council to swiftly adopt the proposal for a Directive on the definition of the criminal offences and penalties for the violation of Union restrictive measures, presented on 2 December 2022.
[bookmark: _Hlk139362486]The Commission takes note of the Parliament’s concerns about the rise in the manipulation of automatic identification systems (AIS), allowing certain actors to circumvent sanctions and the calls to impose stricter AIS security protocols and include AIS spoofing technology within the EU dual-use export control regime (paragraph 113). The 11th sanction package adopted on 23 June 2023 prohibits access to EU ports for vessels which manipulate or turn off their navigation tracking system when transporting Russian oil subject to the oil import ban or G7 price cap.
Responding to the calls on countering disinformation and developing a sanctions regime against individual actors or perpetrators inside the EU (paragraph 116), the Commission would like to refer to the European Democracy Action Plan (‘EDAP’), which aims to strengthen the resilience of EU democracies, identifying key actions to address the areas where our systems and citizens are most vulnerable. The action plan includes steps for the EU institutions, national governments and parliaments - who set the legal framework to underpin the sound functioning of democracy - as well as other national authorities and political parties, but also private actors such as providers of online platforms.
Political advertising can be also a vector of disinformation, information manipulation and interference from third countries, in particular where the advertising does not disclose its political nature, the identity of its sponsors and the entities financing it, and where and how it was targeted. The new regulation proposed by the Commission will establish, once adopted, a binding framework allowing citizens to recognise political advertisements and exercise their democratic rights in an informed manner. It would also limit and frame the use of personal data in targeting and amplifying political ads. The Commission also recognises the need to support civil society actors involved in research, analysis and exposure of disinformation and foreign information manipulation.
X. Global cooperation and multilateralism
Regarding the calls to take additional measures to counter the dissemination of manipulated narratives, spread by Russia, and to provide support to Ukraine’s diplomatic outreach in the Global South (paragraph 117), it should be underlined that on 23 May 2023, the High Representative announced the creation of a Sub-Saharan Africa Stratcom Task Force dedicated to proactive communication and tackling FIMI. Until sufficient resources are secured to support the build-up of this taskforce to full operability, a nucleus of the StratCom Task Force has been set up within the EEAS Strategic communication and Foresight Directorate with existing staff. This nucleus is currently supporting EU Delegations in Sub-Saharan Africa on strategic communications and countering FIMI, with a focus on selected EU delegations active in high intensity and conflict areas.
In the Middle East and North Africa region, the EEAS is operationalising the analysis of the (dis)information environment into proactive communications to occupy the space in Arabic media. The objective is to present an authentic EU voice and narratives in order to pre-bunk, de-bunk and mitigate the disinformation narratives targeting the EU and its Member States. This has been the case against the background of the Russian invasion against Ukraine, as illustrated by the EU’s regional Arabic Spokesperson’s numerous interviews on pan-Arabic channels in order to counter Russian pro-Kremlin disinformation, especially on food and energy insecurity in the Middle East and North Africa (MENA) region.
On the calls to provide clarity on whether the General Data Protection Regulation (‘GDPR’) impacts data sharing to combat information manipulation (paragraph 121), the Commission would like to stress that the GDPR provides for a general framework for the protection of individuals’ personal data. It does not prevent data sharing to combat information manipulation; however, if personal data is involved, such sharing needs to take place in compliance with the GDPR, including the requirements to have a lawful basis and ensure appropriate technical and organisational measures to safeguard data subjects’ rights, as well as, where data is shared with third countries or international organisations, the requirements for international data transfers.
On the priorities of the Global Gateway initiative and the calls for close cooperation with like-minded partners to ensure fundamental rights are safeguarded (paragraph 122), the Commission recalls that the Global Gateway is the EU strategy to boost smart, clean and secure links in the digital, energy and transport sectors and to strengthen health, education and research cooperation across the world, in line with the EU’s interests and values, including rule of law, human rights and international norms and standards. Delivered jointly by the EU and its Member States, it provides partner countries with a sustainable plan to respond to their infrastructure needs, anchored in the 2030 Agenda for Sustainable Development and the Paris Agreement. At its core are transformative, large-scale projects, combining investments in hard infrastructure with investments in the enabling environment, regulatory frameworks, norms and standards, technology transfer, and know-how.
With regard to the calls to further intensify the work with the US on sharing best practices and operational knowledge (paragraph 124), the Commission points toward the longstanding cooperation on this. For instance, under the Trade and Technology Council, the Commission and the EEAS are already intensifying work with the US to combat foreign information interference and disinformation campaigns that undermine human rights and threaten the functioning of democracies and the well-being of societies around the world. Some actions in this regard include: (i) a shared standard and common methodology for global stakeholders to identify and analyse FIMI; (ii) actions to enhance the multi-stakeholder community in addressing FIMI and to support capacity-building against FIMI threats in Africa, Latin America and EU Neighbourhood countries; (iii) stepped-up action by platforms to ensure the integrity of their services in Africa, Latin America and the EU Neighbourhood and to respond effectively to disinformation and FIMI, building upon the example of the EU’s Code of Practice on Disinformation. 
Furthermore, the EEAS has a longstanding cooperation with the US on FIMI both bilaterally and in different fora, working together for instance in the context of the G7 Rapid Response Mechanism or in the Western Balkans.
On the calls to regularly include the European Parliament, through its administration, in discussions with like-minded partners (paragraph 125), the Commission would like to stress that exchanges and informal cooperation between the Commission services, the EEAS and the European Parliament already exist. This cooperation is particularly crucial in the context of FIMI and continues to grow. In addition to the presentations to the European Parliament’s Special Committee on Foreign Interference in all Democratic Processes in the EU, including Disinformation (INGE/INGE 2), continuous updates and debriefs to Member States and the Parliament have been shared through a variety of channels by the Commission services and the EEAS. Since 2019 the Rapid Alert System (RAS) on Disinformation has been used on a daily basis to share information among its members which include the Parliament and Member States. The EEAS will increase the use of the RAS including in preparation of the next elections to the European Parliament, in close cooperation with other networks such as the Commission’s European Cooperation Network on Elections and the Network against Disinformation, as well as the European Parliament. In addition, the EEAS will continue sharing information on specific FIMI incidents on the EUvsDisinfo website.
On the calls on the EEAS concerning ongoing initiatives at UN level (paragraph 127), it is important to underline that the EEAS supports the United Nations Secretary General’s proposal to develop a Global Code of Conduct for Information Integrity on Digital Platforms and exchanges on this project are already ongoing. In close cooperation with the Commission services, the EEAS will share with the UN experience and expertise in developing legal principles and a framework for action, such as the EU Digital Services Act and the EU Code of Practice on Disinformation (‘Code of Practice’) and in addressing Foreign Information Manipulation and Interference whilst at the same time ensuring respect of fundamental rights and freedom.
On the need to safeguard fundamental rights in the UN process of drafting a Global convention on cybercrime (paragraph 128) the Commission is aware of the delicate balance that has to be struck between the fight against disinformation and the preservation of the freedom of media and of expression. The negotiations for a new UN cybercrime Convention under the ‘ad hoc committee for countering the use of information and communication technology for criminal purposes’ should result in a universal instrument that facilitates international cooperation, focusing on criminalising cyber-dependant crimes. The EU will continue its efforts, including through the UN First Committee Open-ended Working Group (OEWG), to uphold a global, open, stable, free, secure and peaceful cyberspace and underscores its commitment to the UN normative framework for responsible state behaviour in cyberspace and continue to provide and support capacity building in order to foster cyber security and resilient societies.
In response to the calls to counter malign non-state actor groups, such as Wagner (paragraph 130), the EU has listed the Wagner Group, and individuals and entities linked to it, under several sanctions regimes (EU Global Human Rights Sanctions Regime, Syria, Ukraine, Libya). A decision of the EU to list the Wagner Group under the sanctions regime was aimed at curtailing the subversive activities of this group and signalled the EU’s determination to stand up for its interests and values in its neighbourhood and beyond. The EU is cooperating closely with its partners on countering malign non-state actor groups, such as Wagner, including through the European Centre of Excellence for Countering Hybrid Threats.
On the need to increase cooperation with like-minded partners to address election interference and the calls for increased cooperation with NATO (paragraph 132), it should be stressed that the EU has increased its cooperation with NATO to build resilience to disinformation including through more regular cross briefings and interventions in respective public events. EU and NATO international staff have consistently exchanged in-depth analysis and reporting, real-time insights and worked hand-in-hand to maintain shared situational awareness of hostile activities in the information environment, including through the EU Rapid Alert System digital platform, via joint exercises such as PACE 22 or via participation of NATO international staff in Network against Disinformation. This has also helped inform more aligned strategic communications approaches. The EU and NATO have also ensured reciprocal participation in respective crisis management exercises and are set to conduct a joint training of analysts to ensure closer cooperation in developing interoperable approaches to threat analysis and information sharing.
On increasing the capacity of EU delegations to monitor and map disinformation techniques (paragraph 132), it should be noted that beyond equipping the missions and operations with suitable tools and instruments to address FIMI, capacity building (across all areas of actions) also comes with FIMI-specific training, taking into account the multidimensional and evolving nature of FIMI as a threat to the EU foreign and security policy.
With regard to working closely with like-minded partners in establishing common norms of responsible state behaviour and definitions and to strengthen multilateral and multi-stakeholder cooperation with non-EU countries (paragraph 134), the EU has made considerable progress in shaping regulation and policy frameworks relevant for tackling FIMI in full respect of fundamental rights and freedoms. This could act as the basis for engaging more broadly on the development of international norms and principles, to have a reference point on which activities are legitimate and illegitimate in the information domain, similar to the “international norms for responsible state behaviour in cyber space”. The EEAS in close cooperation with the Commission and Member States in the Council’s Horizontal Working Party on Enhancing Resilience and Countering Hybrid Threats is working on developing common messages on international norms and principles to tackle FIMI and will continue to work with like-minded partners, civil society and the private sector in this regard.
On outreach and capacity-building, including with parliaments, civil society organisations and independent media (paragraph 137), the EEAS is actively building a parliamentary dimension in its outreach in the Eastern Neighbourhood via the Euronest Parliamentary Assembly (PA). This parliamentary forum was created in 2011 to promote political association and economic integration between the European Union and the Eastern Partners. It consists of a delegation from the European Parliament and delegations from Armenia, Azerbaijan, Georgia, Republic of Moldova and Ukraine (Belarus does not take part in the Assembly's activities for political reasons). In the Southern Neighbourhood, the EEAS closely associates the officials of the European Parliament and representatives of the presidency of the Union for the Mediterranean (UfM) Parliamentary Assembly. The role of civil society organisations and social partners has been highlighted in the Joint Communication on a Renewed partnership with the Southern Neighbourhood, A new Agenda for the Mediterranean’, adopted in February 2021. 
On long term, core support for independent Russian and Belarusian media and journalism in exile (paragraph 138), the Commission would like to refer to its new pilot project called “Free Media Hub EAST” which follows up on a proposal by the European Parliament. This project will provide appropriate support for independent media and journalists from Russia and Belarus who have relocated and are working from inside the EU[footnoteRef:5]. [5:  	See: https://digital-strategy.ec.europa.eu/en/news/new-media-hub-support-independent-russian-and-belarussian-journalists-eu] 

Responding to the calls to move away from a country-agnostic approach towards a risk-based approach and not to shy away from identifying and naming those countries that have attempted to conduct foreign interference (paragraph 139), it should be underlined that work on FIMI focuses both on behaviour and content without shying away from exposing state and non-state actors’ activity to manipulate the information environments. For example, the EEAS has continued to report the Kremlin’s FIMI activities and successfully raise awareness about them in multiple languages via the EUvsDisinfo website, which has grown in reach during the last year. In daily activities, the EEAS reports and shares specific FIMI incidents with the European Parliament, the Commission and Member States, including via the Rapid Alert System; this work will intensify in view of the 2024 elections to the European Parliament.
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