


Follow up to the European Parliament non-legislative resolution on addictive design of online services and consumer protection in the EU single market
1. Rapporteur: Kim VAN SPARRENTAK (Greens/EFA / NL)
2. Reference numbers: 2023/2043 (INI) / A9-0340/2023 / P9_TA(2023)0459
3. Date of adoption of the resolution: 12 December 2023
4. Competent Parliamentary Committee: Committee on the Internal Market and Consumer Protection (IMCO)
5. Brief analysis/ assessment of the resolution and requests made in it: 
The resolution highlights the multifaceted problems associated with the addictive design of online services and calls for further action to be taken at EU level to address the issues. It observes that certain market participants deploy design and system functionalities that could exploit psychological vulnerabilities for commercial interests to maximise the frequency and duration of user visits as well as the level of engagement with the services.
The resolution considers that, despite recent additions and amendments to the EU legal framework, the issue of addictive design is currently not sufficiently addressed and that there remains legal uncertainty about the rules applicable to addictive design. It calls on the Commission to ensure strong and robust enforcement of all existing legislation on the matter. The resolution calls on the Commission to review and, where relevant, strengthen the Consumer Protection Cooperation Regulation. It also underlines that the enforcement of existing EU consumer laws should pay special attention to vulnerable groups such as children. In the context of the Digital Services Act (DSA), the resolution calls on the Commission to adopt guidelines under Articles 25 and 35 of that act and to further clarify the risk assessment and mitigation of providers of very large online platforms in relation to potential harms to health caused by the addictive design of recommender systems in the enforcement of Articles 34 and 35 of the DSA.
The resolution calls on the Commission to urgently assess and, where appropriate, close existing regulatory gaps regarding consumer vulnerabilities, dark patterns and addictive features of digital services. The resolution specifically welcomes the Commission’s ongoing Fitness Check of EU consumer law on digital fairness – which covers the Unfair Commercial Practices Directive (UCPD), Consumer Rights Directive and Unfair Contract Terms Directive – as an opportunity to evaluate several issues related to addictive design.
The resolution highlights the need to review legal concepts such as the definition of ‘consumer’, ‘vulnerable consumer’, ‘trader’, the need to introduce prohibitions for the most harmful practices which are not yet blacklisted in Annex I to the UCPD, to introduce the concept of ‘digital asymmetry’ in the UCPD, to ensure that the concept of a ‘transactional decision’ covers all relevant consumer decisions and to consider reversing the burden of proof for practices that the Commission or national authorities have found to be, or presume to be addictive. It also calls the Commission to put forward a digital ‘right not to be disturbed’ to enable consumers to turn off all attention-seeking features and choose which features they prefer to use. 
When assessing addictive design, the resolution underlines the effects of interaction-based recommender systems, points to the need for exploring less addictive alternatives and ensuring enhanced user control. It calls on the Commission to explore opportunities to promote opening up the social network infrastructure, so that users can avoid addictive design through access to third-party applications or adding external functionalities to the original interfaces.
The resolution additionally urges the Commission to foster ethical design and good practices of design features that are not addictive, including through the promotion and implementation of policy initiatives and industry standards on safety by design. It highlights the importance of awareness-raising, educational guidelines and prevention plans to promote safer online behaviours. It calls on the Commission to coordinate, facilitate and fund targeted research and to make efforts to promote policy action at international level. It also calls for meaningful consultation, cooperation and collaboration with and between stakeholders, including with lawmakers, public health bodies, healthcare professionals, industry, in particular Small and Medium sized Enterprises, as well as media regulators, consumer organisations and Non-governmental Organisations.
6. Response to the requests in the resolution and overview of the action taken, or intended to be taken, by the Commission: 
The Commission welcomes the reflections on the important topic of addictive design and acknowledges the concerns regarding the associated risks and problems highlighted in the resolution. In this respect, the Commission recognises the need to ensure strong and robust enforcement of all existing EU legislation applicable to these issues.
Moreover, the Commission expects that its ongoing Fitness Check of EU consumer law on digital fairness is conclude in mid-2024 with a Commission Staff Working Document, which will assess whether the current horizontal EU consumer protection framework is still adequate in the digital environment. The Fitness Check will include an assessment of several topics mentioned in the resolution, including interface designs and functionalities that promote addiction, dark patterns and personalisation practices. It will also include an assessment of several legal concepts mentioned in the report, such as the definition of ‘vulnerable consumer’, and explore whether there are any difficulties with the burden of proof in the area of consumer protection. 
The Commission has gathered feedback from different stakeholders to understand the extent of the reported problems and the ability of the current legal framework to address them. For example, in the public consultation supporting the Fitness Check, the Commission sought views on the functionalities that establish limits on the amount of money or time that consumers can spend using certain online services. Furthermore, on 30 November 2023, the Commission held the 3rd Annual Digital Consumer Event and dedicated a panel discussion to the topic of addictive design, covering several points raised in the resolution. 
It is only after the Fitness Check has been concluded that the Commission can determine whether and if so, in which areas, further legislation or other action may be needed.
The resolution refers to the recent changes to the EU legal framework that aimed to strengthen the laws applicable to online services and the effective enforcement of these laws. Concerning the Digital Services Act, the Commission notes that the DSA already contains, in Article 25, a provision – in general applicable as of 17 February 2024 – prohibiting providers of all online platforms from designing their online interfaces in a way that could deceive or manipulate the users of their services. This includes addictive design features, where they materially distort or impair the ability of the platform’s users to make free and informed decisions. 
In addition, the Commission highlights that the DSA covers as one of four systemic risks the risk that stems from the design, functioning or use, including through manipulation, of very large online platforms (VLOPs) and of very large online search engines with an actual or foreseeable negative effect on the protection of public health, minors and serious negative consequences to a person’s physical and mental well-being. According to the DSA, such risks may also stem from the online interface design that may stimulate behavioural addictions of recipients of the service. In that context, the Commission stresses that, pursuant to Articles 34 and 35 of the DSA, providers of VLOPs are obliged to identify, analyse and assess diligently the systemic risks that their services pose, including on the mental and physical wellbeing of their users, and to put in place effective measures to mitigate such risks. Any such mitigation measures required under Article 35 could include addressing and removing potentially addictive design features. 
The Commission is already closely monitoring compliance by the providers of very large online platforms with their obligations under the DSA and is ready to take appropriate enforcement action where this is deemed necessary. As part of this enforcement work, the Commission is also considering whether to make use of its powers under Articles 25 (3) and 35 (3) of the DSA to issue guidelines on the application of these specific obligations.
Moreover, pursuant to Article 45 of the DSA, the Commission and the European Board for Digital Services should encourage the drawing-up of voluntary codes of conduct, as well as the implementation of those codes in order to contribute to the application of the DSA. Relevant areas for the consideration in codes of conduct are, inter alia the possible negative impacts of systemic risks on society and democracy, such as manipulative and abusive activities or any adverse effects on minors. 
With a vision of a high standard of child protection online, the Better Internet for Kids strategy (‘BIK+’)[footnoteRef:2] aims to have age-appropriate digital services, with no one left behind and with every child in Europe protected, empowered and respected online. It supports the implementation of the DSA providing a comprehensive, prevention-oriented and multi-stakeholder approach with 3 pillars: a safe, age-appropriate digital environment; digital empowerment; and active participation of children. [2:  	 The European Parliament issued a resolution on BIK+ in 2023: (2023/2670(RSP) / B9-0386/2023 / P9_TA(2023)0358)] 

Via the EU co-funded Safer Internet Centres and the website betterinternetforkids.eu (“BIK Platform”), the Commission supports young people, their families, and teachers by offering training, awareness raising activities and materials in national languages on online topics, including addictive design. Complementing formal education, the network and the platform reach more than 30 million people each year. Under BIK+, the Commission is also facilitating work on the Code of Conduct on age-appropriate design which builds on the regulatory framework provided in the DSA. Work under this code is at a preliminary stage, as close coordination is needed with the priority work of the Commission on enforcement of the DSA vis-à-vis the providers of very large online platforms.
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